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Abstract
For century, This paper discuss the new era of Internet
application and user experience, Ajax is a new technology and
this paper address the Software system complexity and
Algorithmsfor better feature and perfor mance.
Keywords: Web Technologies, AJAX, Web2.0.

l. INTRODUCTION

Over the last few years, the web is establishingeiased
importance in society with the rise of social netiinng sites
and the semantic web, facilitated and driven bypgbpularity
of client-side scripting commonly known as AJAX. éde
allow extended functionality and more interactivity web

applications. Engineering practices dictate thatneed to be
able to model these applications. However, langsiatge
model web applications have fallen behind, with neogsting

web modelling languages still solely focused onhigpertext
structure of web sites, with little regard for ugseraction or
common web-specific concepts. This paper provides
overview of technologies in use in today’s web ajgtions,

along with some concepts we propose are necessanpdel
these. We present a brief survey of existing weldetimg

models. As such, the ability to express the intéridg of the
application is generally restricted to the navigasil models,
which allow designers to visually represent the ponents,
links and pages of the application. These languaages
excellent at describing older web applications; &aosr
recently the increased use of interactivity, cliside scripting,
and web-specific concepts such as cookies andosasskave
left existing languages struggling to keep up withse Rich
Internet Applications (RIAs: Preciado et al. 2008). this
paper we aim to review these existing languagesidentify
where they are falling short, and how they couldrbgeroved.
This paper is organised as follows. Section 2 isvarview of
some of the features possible with rich scriptingport. To
model these new features, we propose in Sectiant siew
modelling concepts for interactive web applicatiowe
present a brief survey of the existing modellingglaages
WebML and UWE in Sections 4 and 5, and discussr thei
ability to model these new concepts. We briefly tizan
W2000, OOWS and other potential languages in Se@&joa
summary of our language evaluations are present&dble 2.
aln the final section, we discuss our findings, pdev an
overview of related work, and highlight future wook this
research project. 2 New Features Arguably, the most
important recent feature of the web is the abtiityun scripts

languages including WebML, UWE, W2000 and OOWS,on the client (generally through Javascript). Caabi with

along with a discussion of their capability to dése these
new modeling approaches. Finally, we discuss ttesipdities
of extending an existing language to handle thes& n
concepts. Keywords: web engineering, models, iotetity,
AJAX, RIAs, events.

The World Wide Web started out in the early 1996saa
implementation of a globally distributed hypertesgtstem.
Primitive pieces of software called web browser®vedd
users to render hypertext into visually pleasingesentations
that could be navigated by keyboard or mouse. Tleasky
web sites were generally static pages, and werealp
modeled with languages focused on the hypertexictstre
and navigation of the web site (Garzotto et al.3)9Fhe full
integration of hypertext with relational databas#iewed the
creation of data-intensive websites, which alsoessitated
new modelling concepts and languages (Merialdd. &03).
Currently, the most popular modelling languages faab
applications areWebML (Ceri et al. 2000) and UWB¢K &

the ability to access and modify client-side Docatm®bject
Models (DOM:W3C Group 2004) of the browser, and the
ability to compose asynchronous background requesthe
web, these concepts together are commonly refeiweds
AJAX (Garrett 2005). AJAX allows applications toopide
rich client-side interfaces, and allows the browsker
communicate with the web without forcing page rsffies;
both fundamental features of RIAs. Technologies IKIAX
support thin client applications that can take &dlvantage of
the computer power of the clients. These applioatieduce
the total cost of ownership (TCO) to organisatiaaghey

are deployed and maintained on directly managesdneers,
and aim to be platform-independent on the cliedie.siTo
achieve this, AJAX has had to overcome limitatiaisthe
underlaying HTTP/HTML protocols, such as synchranand
stateless request processing, and the pull modstation
where application state changes are always initidgig the
clientl. This has resulted in rich applicationst thse the web
browser as a virtual machine. The impact of these

Kraus 2002). Both of these languages represent wefechnologies has been significant; new servicesh sas

applications using conceptual models (data stractfr the
application domain), navigational models, and presén

Google Docs (Google Inc. 2006) are implementing
collaborative software solutions directly on thebwbased on
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the software as a service philosophy, and to sosgreg
competing with traditional desktop software suchMasrosoft
Office. RIAs can also be developed in environmesush as
Flash, which are provided as a plugin to existingbw
browsers, but can reduce accessibility2. One popdample
of AJAX is to provide an auto-compliable destinatiaddress
text field in an e-mail web application. As the usmters
characters into this field, the client contacts gever for
addresses containing these characters, displayirigt sof
suggested addresses. This improves usability, palign
reduces the overall bandwidth of network commuitcatand
improves interactivity and responsiveness. An itigafon of
some of the most popular AJAX-based websites orwtble
allows us to identify some of the features thatséhaew
technology provides to web applications. This hésned us
to develop a comprehensive selection of use caseAJAX
technologies, which we omit from this paper for e
Without going into detail, and removing featurestttare
already addressed in existing modeling languagesy n
application features that require support include:

1. Storing data on the client and/or server, baitatie and
persistent3;

2. Allowing automatic user authentication based¢ookies4;
3. Allowing form validation to occur on the sengr, the
client before submission, or in real-time duringnficentry;

4. Providing different output formats for resourciegluding
HTML, XML, WML, and Flash, possibly based on theeus
agent of the visitor;

5. Providing web services and data feeds, andratieg with
external services and feeds, both on the servetrendient;
6. Preventing the user from corrupting the stateaofveb
application, for example by using browser navigatiaittons;
7. Providing more natural user actions such asah@gdrop,
keyboard shortcuts, and interactive maps;

8. Describing visual effects of transitions betwegplication
states5;

9. Having scheduled events on either the clietheiserver;
10. Allowing web applications to be used offline6;

11. Distributing functionality between the cliennhda the
server, based on client functionality, determinediatime.

These new features are distributed over both tremtsl and
servers of web applications. Existing languagestamlely
on replacing the entire client-side DOM on eachuest] are
clearly no longer appropriate, as scripting permitxdifying
the DOM at runtime. We require a more dynamic laug)
which can be extended to handle these new features.

Recently, many new web trends have appeared uhdéeb

2.0 umbrella, changing the web significantly, froead-only

static pages to dynamic user-created content ael ri
interaction. Many Web 2.0 sites rely heavily on AXJA
(Asynchronous JAVASCRIPT and XML) [8], a prominent
enabling technology in which a clever combinatioh o
JAVASCRIPT and Document Object Model (DOM)

168

manipulation, along with asynchronous client/sendsita
communication [16] is used to achieve a high leveluser
interactivity on the web. With this new change csmewhole
set of new challenges, mainly due to the fact thanX
shatters the metaphor of a web ‘page’ upon whicmyma
classic web technologies are based. One of thesdiebes is
testing such applications [6, 12, 14]. With therewereasing
demands on the quality of Web 2.0 applications, new
techniques and models need to be developed tdhisshew
class of software. How to automate such a teséofgrique is
the question that we address in this paper. Inrdaldetect a
fault, a testing method should meet the followiranditions
[18, 20]: reach the fault-execution, which caudes fault to
be executed, trigger the error creation, which eaube fault
execution to generate an incorrect intermediatée,stand
propagate the error, which enables the incorrdetrmediate
state to propagate to the output and cause a dbleatutput
error. Meeting these reach/trigger/propagate cmndit is
more difficult for AJAX applications compared toaskical
web applications. During the past years, the gémgmaroach
in testing web applications has been to requestsponse
from the server (via a hypertext link) and to amalythe
resulting HTML. This testing approach based on plage-
sequence paradigm has serious limitations meetieg ¢he
first (reach) condition on AJAX sites. Recent toslsch as
Seleniuml use a capture/replay style for testingAXAJ
applications. Although such tools are capable efceking the
fault, they demand a substantial amount of mantfatteon
the part of the tester. Static analysis techniqlese
limitations in revealing faults which are due tae tbomplex
run-time behavior of modern rich web applicatiohss this
dynamic run-time interaction that is believed [10] make
testing such applications a challenging task. Oa dither
hand, when applying dynamic analysis on this nemaia of
web, the main difficulty lies in detecting the \@ars doorways
to different dynamic states and providing propeteriface
mechanisms for input values. In this paper, we udisc
challenges of testing AJAX and propose an automggsiing
technique for finding faults in AJAX user interfaceWe
extend our AJAX crawler, CRAWLJAX (Sections 4-5p, t
infer a state-flow graph for all (client-side) useterface
states. We identify AJAX-specific faults that cartor in such
states and generic and application-specific inwgsighat can
serve as oracle to detect such faults (SectionF&m the
inferred graph, we automatically generate test#Section
7) that cover the paths discovered during the d¢r@wrocess.
In addition, we use our open source tool called SRU
(Section 8), implementing the testing techniquecdaduct a
number of case studies (Section 9) to discussi®et0) and
evaluate the effectiveness of our approach.

A. Interface Model

A web application’s interface is most obviously dwerized
by the variety of Ul widgets displayed on each paggch we
represent by elements of the set Widgets. Web cgifuns
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typically distinguish several basic widget classash as text

fields, radio buttons, drop-down list boxes etc.

(Classes := {ctext, cradio, ccheck, cselectl, cte}e which
we identify through the relation class : WidgetsClasses.

For the purpose of input evaluation, it will be pfal to
specify the ranges of values that users can eelettsin
widgets. We specify this in the relation range: Yéth
—P(S). Depending on the class of the widget w, rempwill
be:

» the generic set S for text fields, which allowy amput;

C. Evaluation Aspects

Input evaluations are characterized by severakrgaiitthat
together constitute particular behavior rules.His paper, we
will discuss input evaluation for the purpose ofcidang

validity, visibility, and availability of widgetd,e. for interface
responses such as highlighting violating widget&ling

invisible widgets, and disabling (e.g. “graying ‘Yut
unavailable widgets, respectively.

At the core of each rule is an expression €&xpressions that
describes the actual evaluation of certain valumesrder to
arrive at a decision for one of the above purpo®es. model

* some fixed subset Sw-S for drop-down list boxes,which gjjows expressions to consist of arbitrarily neltaterms.

allow a 1-of-n selection;
* the power set P(Sw) of some fixed subset-S% for multi-
select boxes, which allow an m-of-n selection;

These can trivially be literals (out of the uniadrset L := B
— R — S) or variables from the data model, but also
comparisons, arithmetic, boolean or string openatiavhich

buttons, which are either undefined or have ondiqudar
value.

In applications based on our model, the placemémtidgets
on web pages (from the set Pages) is governeddeyies of
hierarchically nested layout containers (Containtrat define
visual alignment and semantic cohesion of widgdtke
nesting relationships between widgets and contsinan be
expressed in the relation container: (Widget€ontainers)-

(Containers->Pages) that indicates in which cortagr page
s_—Containers— Pages a widget or container®Vidgets ->
Containers is directly contained. To reason aboansitive
containment, we also define a convenience relapage:

(L — Variables) (for the sake of conciseness, we wé rvait
go into the details of expressions’ concrete stmat
Ultimately, an expression must resolve to a boolealue
indicating the outcome of the decision. Of couseynle for
any purpose must relate to certain subjects on hwhie
respective reaction is effected. These may not omty
individual widgets, but also groups of widgets eoméd
directly or transitively in a particular container page, so we
define Subjects := Widgets> Containers— Pages. Note that
the subject widgets do not necessarily correspandhe
expression’s parameters (business requirementst nggh
suggest that only one of several evaluated widgletsild be
highlighted as invalid if the validation fails). Fthe purpose

(Widgets—Containers)— Pages that identifies which page a gf input validation, we must consider several addal

widget is placed on by recursive application of toamtainer
relation: p = page(s) - (p — Pages»>p = container(s)}-»c
— Containers : (c = container(s} p = page(c))

B. Data Model

In our formal model,
application’s data are represented by elementshef det

Variables. Variables may have different types—in stno

applications, we find Boolean, integer, floatingfgoand
string values or sets

(Types :={P(B),P(2),P(R),P(S)},respectively).
We express variables’ types by the relationtypeariables—
Types.

To store the entered content, each widget mustobedto a
variable in the application’'s data model. This fgd is
modeled by the relation binding : Widgets Variables. Note
that several widgets can be bound to the sameblar{a.g. a

group of check boxes whose combined state is staseal set

of string values).
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the variables holding the web

characteristics. First, we can distinguish diffeérégvels of
validation, which we will describe as Levels :=Xist, Itech,
Idomain}. The most basic level is checking for #sdastence
of any input in a required field. Next, the teclaicheck
concerns whether a particular input can be congesémsibly
to the given data type. Finally, performing any ddam
specific validation of the input is only sensibldhie previous
two validation levels were satisfied. In practiceot all
validation rules would typically be evaluated at tBame
time—from our experience from several industriabjpcts,
we rather identified four common validation trigger

(Triggers = tsaveData,
tcommitData}):

{tblurWidget, tleavePage,

Validation may occur upon a widget’s “blurring” €i. losing
focus) when the cursor is moved to another widgeon
leaving a page in order to jump to the next or joney page of
the dialog; upon saving the data entered so fam abkaft
version, in order to prevent data loss or contimaeking on
the dialog at a later time; and finally upon contimg all
entered data in order to proceed to the next taskbusiness
process. By staging the validation through assiymiries to
appropriate triggers, developers can strike a loeldetween
business requirements and usability consideratiensuring
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data integrity while maintaining users’ flexibilifyn working
with the application. In a similar vein, experiersigows that
typically not all rule violations are equally sar® Depending
on the business semantics of each rule, developgyschoose
to assign different severity levels to it. We tHere
distinguish

Severities := {sinfo, swarning, serror} (with thataral order
sinfo < swarning < serror),

and define different behavior for different seviest

D. Evaluation Rules

Having introduced all aspects characterizing irgualuation,
we can now define the constituent elements of thesrfor
different purposes: Rules determining Vvisibility dan
availability of widgets are fully described by tlkeciding
expression and the set of affected subjects, wialalation
rules require all of the aspects described above:

Ruvisibility : — ExpressionsxP(Subjects) Ravailability—
ExpressionsxP(Subjects) Rvalidation:
ExpressionsxP(Subjects) x Levels x Triggers x Steer

—

While the visibility and availability rules, as wehs the

existence and domain validation rules, need topleeied by

the application designer, the necessary techniatiiation

checks can be inferred from the interface and daidel. To

facilitate an integrated display of all validatiome derive the
subset of Rvalidation comprising the technical dalion rules
as

{(X, w, ltech, tblurWidget, serror}-pw — Widgets},

based on the assumption that type or range viokstghould
be detected as early as possible, and reportedrais.eTo

access particular components of the rules’ tuplesr

following discussion will assume the existence dfe t
convenience functions expression, subjects, lekigher, and
severity that return the respective components e Since
we will often be interested in all rules pertainittya certain
subject, we also define the abbreviation Rs p tootke all

rules for a purpose p that affect a subject s. Simgmp, we

can describe the static, design-time specificatidninput

evaluation for a web application as a tuple Aspe@Widgets,

class, range, Containers, Pages, container, bintiagables,

type, Rvisibility , Ravailability, Rvalidation).

E. User Interface Behavior

Last but not least, we must define how the userfate reacts
to the various conditions that arise from input leaton;

namely validation results, visibilty and availahyil of

widgets, and navigation options. These will be ceden the
following subsections.

1) Issue Notifications: We suggest that validatissues be
displayed in two ways: On top of each page, theriate
displays a concise list of human-readable explanatfor all
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violations that were identified on the current aber pages.
In case several rules are violated for a particidat of
subjects, we display only the most severe notificatto
reduce clutter, as indicated by the function isdspD:
Rvalidation— B:issueDisp(r) > r — Issues— r_— Issues
: (subjects(r_}- subjects(r}— severity(r_) > severity(r))

To further aid the user in identifying the invalidput, we
highlight the respective widget in a color corrasgiag to the
severity (e.g. red for errors, orange for warniegs.). Two
relationships influence this coloring scheme: Hisif the
subject of a rule is not an individual widget, lnather a
container, the issue is assumed to apply to a#ictly and
transitively contain widgets, which are all colomctordingly.
Secondly, if a subject is affected by several iss{ierough
multiple rules or inclusion in affected containersg)will be
colored according to the most severe issue. Tacateithis,
the partial relation highlight: Subjects  Severities indicates
which severity (if any) applies to a particular mdb.
highlight(s) = vi— v = max ({v | v = highlight(container(s))}
— {v | —»r — Rs validation (issueDisp(ry» v =
severity(n}))

We assume here that the relation max: P(Severities)
Severities returns the maximum element from a set o
severities.

2) Visibility: In the previous section, we have eddy often
relied on an indication of whether a particularenface
component is currently visible. For any given suohjehis
state depends both on any explicit visibility rulasd on the
visibility of the surrounding containers, as thelatien
isVisible Subjects — B indicates: isVisible(s)
(isVisible(container(s)}» s — Pages)— r — Ruvisibility(s):
isSatisfied(expression(r))

L=

In analogy to validation rules, where just one ruielation

suffices to consider an input invalid, we requinattall of a
widget's applicable visibility rules must be sagsf for it to

be visible.

3) Availability: In some use cases, developers maywant to
render a widget invisible, thus hiding it from th&erface
model and removing its input from the data modat, would

only like to prevent users from editing the widgetontents,
even though it remains part of the interface anih daodel.
This deactivation can be accomplished by “graying’ ¢he

widget or otherwise preventing it from gaining thput focus,
while still remaining visible. In our model, availéty rules

are stated and evaluated just like visibility rules the relation
isAvailable : Subjects— B indicates: isAvailable(s) —

(isAvailable(container(s)) - s — Pages) —
Ravailability(s): isSatisfied(expression(r))

r —

Note that while visibility affects the data modeldais used in
quite a few of the above relations, availability as pure
interface reaction that does not affect how daevauated or
stored.

I JESPR
www.ijesonline.com



International Journal of Engineering Sciences Paradigms and Resear ches, Vol. 01, Issue 01, Oct 2012

ISSN (Online): 2319-6564

www.ijesonline.com

4) Navigation Opportunities: When considering
availability of widgets, the navigation buttons each page
(typically, for navigating forward and backward @ndialog
wizard, saving a draft of the current data, or cattimg it for

further processing) require special treatment: Uiger should
be prevented from saving a draft, let alone conimgjt@ll

input, but possibly even leaving a page, when tloeehstill

violates any validation rules. Since the avail&pilof the

corresponding buttons does not depend directihenwtidget
contents, but on the outcome of all validations tire

respective scope, this behavior cannot be spedifiecheans
of regular availability rules. Instead, our modehtains built-
in “meta” rules governing navigation opportunitids. the

following predicates, we distinguish between vaiola rules
that must be satisfied for saving a draft, and ssimdy more
restrictive set that must be satisfied for commgtthe input
for further processing: commitEnabled— r — Issues :
(trigger(r) — commitBlocks — severity(r) = serror)
saveEnabled - r — Issues : (trigger(r}» saveBlocks—

severity(r) = serror) leaveEnabled(from)}— r — Issues :
(trigger(r) — leaveBlocks — severity(r) = serror—»s —

subjects(r): from = page(s))

F. AJAX Testing Challenges

In AJAX applications, the state of the user inteefais
determined dynamically, through event-driven chanigethe
browser's DOM that are only visible after executitige
corresponding JAVASCRIPT code. The resulting cmajés
can be explained through the
conditions as follows. Reach. The event-driven matof
AJAX presents the first serious testing difficulas the event
model of the browser must be manipulated insteaqusif
constructing and sending appropriate URLs to thevese
Thus, simulating user events on AJAX interfacesiireg an
environment equipped with all the necessary teauies,

e.g., JAVASCRIPT, DOM, and the XMLHttpRequest objec

used for asynchronous communication. One way tohréiae
fault-execution automatically for AJAX is by adamdia web
crawler, capable of detecting and firing eventsctiokable
elements on the web interface. Such a crawler dhioeilable
to exercise all user interface events of an AJAP, strawl

through different Ul states and infer a model ofe th which are all

navigational paths and states. We proposed sucavder for
AJAX, discussed in our previous work [14], Trigg@nce we
are able to derive different dynamic states of ahAA
application, possible faults can be triggered byegating Ul
events. In addition input values can cause faulges. Thus,
it is important to identify input data entry pointshich are
primarily comprised of DOM forms. In addition, exging
different sequences of events can also trigger n@oriect
state. Therefore, we should be able to generateeaadute
different event sequences. Propagate. In AJAX, rasponse
to a client-side event is injected into the singéee interface
and therefore, faults propagate to and are maedeat the
DOM level. Hence, access to the dynamic run-timevbDi® a
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thenecessity to be able to analyze and detect theageipd

errors. Automating the process of assessing theadness of
test case output is a challenging task, known asottacle
problem [24]. Ideally a tester acts as an oracle Wiows the
expected output, in terms of DOM tree, elements tair
attributes, after each state change. When the sfaee is
huge, it becomes practically impossible. In pragti baseline
version, also known as the Gold Standard [5], o th
application is used to generate the expected behavracles
used in the web testing literature are mainly ia farm of
HTML comparators [22] and validators [2].

G. Deriving AJAX States

Here, we briefly outline our AJAX crawling techniguand
tool called CRAWLJAX [14]. CRAWLJAX can exercise
client side code, and identify clickable elememtattchange
the state within the browser’s dynamically built IOFrom
these state changes, we infer a state-flow graphichw
captures the states of the user interface, andabsible event-
based transitions between them. We define an AJAXtate
change as a change on the DOM tree caused eithezriogr-
side state changes propagated to the client, enteside
events handled by the AJAX engine. We model suangés
by recording the paths (events) to these DOM changee
able to navigate between the different states.riinfg the
State Machine. The state-flow graph is createdeimentally.
Initially, it only contains the root state and nestates are
created and added as the application is crawled shaid

reach/trigger/progagatchanges are analyzed. The following componentscjjzate

in the construction of the graph: CRAWLJAX uses an
embedded browser interface (with different impletagans:
IE, Mozilla) supporting technologies required byAXJ A
robot is used to simulate user input (e.g., clitkquseOver,
text input) on the embedded browser; The finitéestaachine
is a data component maintaining the state-flow lgras well
as a pointer to the current state; The controles &iccess to
the browser’s DOM and analyzes and detects stategds. It
also controls the robot's actions and is respoesifir
updating the state machine when relevant changesr an
the DOM. Detecting Clickables. CRAWLJAX implemeras
algorithm which makes use of a set of candidateneigs,
exposed to an event type (e.g., click
mouseOver). In automatic mode, the candidate diielsaare
labeled as such based on their HTML tag elementenand
attribute constraints. For instance, all elemerith o tag div,
a, and span having attribute class="menuitem" aresidered
as candidate clickable. For each candidate elemtmt,
crawler fires a click on the element (or other dwvgpes, e.g.,
mouseOver), in the embedded browser. Creating SStafeer
firing an event on a candidate clickable, the atbor
compares the resulting DOM tree with the way asas just
before the event fired, in order to determine whethe event
results in a state change. If a change is detextedrding to
the Levenshtein edit distance, a new state isedeatd added
to the state-flow graph of the state machine. Funtiore, a
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new edge is created on the graph between thelstédee the
event and the current state. Processing Documest Deltas.
After a new state has been detected, the crawlogegdure is
recursively called to find new possible states he partial

a valid state change occurs the state-flow grapbhpiated
accordingly. Testing AJAX States through Invariamigh

access to different dynamic DOM states we can chieekiser
interface against different constraints. We propimsexpress

changes made to the DOM tree. CRAWLJAX computes théhose as invariants on the DOM tree, which we ttarscheck

differences between the previous document tree ted
current one, by means of an enhanced Diff algorithrmietect
AJAX par- 212 trial updates which may be due toeaver

automatically in any state. We distinguish betwe@smriants
on the DOM-tree, between DOM-tree states, and egjudin-
specific invariants. Each invariant is based oraatfmodel

request call that injects new elements into the DOM]I5], representing AJAX specific faults that areelik to occur

Navigating the States. Upon completion of the rsiger call,
the browser should be put back into the previoagestA
dynamically changed DOM state does not registedfitsith

the browser history engine automatically, so trigyge the
‘Back’ function of the browser is usually insufféeit. To deal
with this AJAX crawling problem, we save informatiabout
the elements and the order in which their executésults in
reaching a given state. We then can reload thecapipin and
follow and execute the elements from the initigtstto the
desired state. CRAWLJAX adopts XPath to providelable,
and persistent element identification mechanisnt. &ach

state changing element, it reverse engineers theathXP

expression of that element which returns its el@tion on
the DOM. This expression is saved in the state machnd
used to find the element after a reload. Note Hemause of
side effects of the element execution and servir-state,
there is no guarantee that we reach the exact stateewhen
we traverse a path a second time. It is, howegec|ase as we
can get. Data Entry Points in order to provide tnmlues on

and which can be captured through the given inaaria

Il.  PROPOSED APPROACH

The goal of the proposed approach is to statiaailgck web
application invocations for correctness and deteabrs.
There are three basic steps to the approach (Atifde
generated invocations, (B) compute interfaces aathaih
constraints, and (C) check that each invocationchest an
interface. A. Identify Invocation Related Infornwti The goal
of this step is to identify invocation related infmation in
each component of the web application. The infoionato be
identified is: (a) the set of argument names thdt te
included in the invocation, (b) potential valuesr feach
argument, (c) domain information for each argumant (d)
the request method of the invocation. The gena@dgss of
this step is that the approach computes the pessigiML
pages that each component can generate. Duringnbiess,

AJAX web applications, we have adopted a reversgomain and value information is identified by tragk the

engineering process, similar to [3, 10], to extralttexposed
data entry points. To this end, we have extendedcawler
with the capability of detecting DOM forms on eacbwly
detected state (this extension is also shown irodtlgm 1).
For each new state, we extract all form elemeras fthe
DOM tree. For each form, a hashcode is calculatedhe
attributes (if available) and the HTML structure tbg input
fields of the form. With this hashcode, custom eallare
associated and stored in a database, which are fasedll
forms with the same code. If no custom data fiekts
available yet, all data, including input fields,eih default
values, and options are extracted from the DOM fdBince

in AJAX forms are usually sent to the server thtoug

JAVASCRIPT functions, the action attribute of theerh does
not always correspond to the server-side entry UR$0, any
element (e.g., A, DIV) could be used to trigger thght
JAVASCRIPT function to submit the form. In this eaghe
crawler tries to identify the element that is resgible for
form submission. Note that the tester can alwaydyehe
submit element and change it in the database, déssary.
Once all necessary data is gathered, the form derted
automatically into the database. Every input forrovjges
thus a data entry point and the tester can latenr dhe
database with additional desired input values &mheform. If
the crawler does find a match in the databaseinghe values
are used to fill the DOM form and submit it. Uparbmission,
the resulting state is analyzed recursively bydfasvier and if
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source of each substring in the computed set cégdgnally,
the computed pages and substring source informadien
combined to identify the invocation information. @pmpute

Possible HTML Pages: The approach analyzes a web

application to compute the HTML pages each compboan
generate. Prior work by the author [4] is extended;ompute
these pages in such a way as to preserve domamiafion
about each invocation. The approach computes xied fooint
solution to the data-flow equations and at the efdhe
computation, the fragment associated with the method of
each component contains the set of possible HTMjepdhat
could be generated by executing the componentd@tify
Domain and Value Information: The approach ideedifi
domain and value information for each argument m a
invocation. The key insight for this part of thepapach is that
the source of the substrings used to define inmasitin an
HTML page can provide useful information about tteenain
and possible values of each argument. For exaniple,
substring used to define the value of an invocatioginates
from a call to StringBuilder.append(int), this iodtes that the
argument’s domain is of type integer. To identifysttype of
information, strings from certain types of sourcese
identified and annotated using a process similarstatic
tainting. Then the strings and their correspondingotations
are tracked as the approach computes the fixed polation
to the equations. The mechanism for identifyind &acking
string sources starts with the resolve functionicivtanalyzes
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a node n in an application and computes a congeevat Using the equations listed in Figure 3, the Outdade] of

approximation of the string values that could beegated at
that node. The general intuition is that when tlesolve
function analyzes a string source that can indidamain or
value information, a special domain and value (Dfction

is used to complete the analysis. The DV functietunns a
finite state automaton (FSA) defined as the quiletyf, SO,
F) whose accepted language is the possible vahascould
be generated by the expression. In addition, thefi¢tion

also defines two domain type, where T is a baspe tpf
character, integer, float, long, double, or striagd V : S that
maps each transition to a symbol in or a specialb®y that
denotes any value. D is used to track the infed@aain of a
substring and V is used to track possible valuesDYA

function is defined for each general type of strimgirce. For
the purpose of the description of the DV functidredow, e
refers to any transition (S) defined by and thecfiom L(e)

returns the symbol associated with the transitioRunctions
that return a string variable: Substrings origingtfrom these
types of functions can have any value and a dowistring.

This is represented as V (e) and D(e) string. §taonstants:
The string constant provides a value for the argunaed a
domain of string. This is represented as V (e) &)lghd D(e)
= string. Member of a collection: For example, aingt

variable defined by a specific member of a liststfings.

More broadly, of the form v = collection hTi[x] whev is the
string variable, collection contains objects ofdyp, and x
denotes the index of the collection that defineBthis case,

a domain can be provided based on the type of bbje

contained in the collection. This is representedés) = T,

and V (e) = collection[x] if the value is resolvabbr V (e)

otherwise. Conversion of a basic type to a strifag: example,
Integer.toString(). More broadly any function cort¢¥)! S

where X is a basic type and S is a string types Dipieration
implies that the string should be a string repregem of type
X. This is represented as D(e) = X, and V (e) ifsXdefined
by a variable or V (e) = L(e) otherwise. Appendasib type to
a string: For example, a call to StringBuilder.apg@nt).

More broadly, append(S,X) ! SO where S is a sttyme, X is

a basic type, and SO is the string representatibrthe

concatenation of the two arguments. In this case,domain
of the substring that was appended to S should .b€hj§ is
represented as D(eX) = X. V (eX) if X is defined dyariable
or V (eX) = L(eX) otherwise. The subscripts denthte subset
of transitions defined by the FSA of the stringresgntation
of X.

3) Combining Information: The final part of identifying
invocation related information is to combine théommation
identified by computing the HTML pages and the domand
value tracking. The key insight for this step iattBubstrings
of the HTML pages that syntactically define an ication’s
value will also have annotations from the DV fuoos. To
identify this information, a custom parser is usegarse each

servlet OrderStatus is equal to {{2, 5-12, 14-17}, 22, 5-
12, 19-22}. The analysis performs resolve on eatlthe
nodes in each of the sets that comprise Out[exié)lddodes
2, 5, 7-12, 14, 16, 17, 19, 20, and 22 involve tamis, so
resolve returns the values of the constants andddmain
information is any string (*). Nodes 6 and 15 amnafe from
special string sources. The variable oid is defingd a
function that returns strings and can be of anyedl), and
the variable quant is an append of a basic typé,isanarked
as type int. After computing the resolve functiam €ach of
the nodes, the final value of fragments[servicefamprised
of two web pages, which differ only in that oneveeses the
true branch at line 13 and therefore includes guraent for
guant and a different value for task The approeim tparses
the HTML to identify invocations. By examining the
annotations associated with the substring thatndsfieach
argument’s value, the value for arguments oid amantjare
identified. The <select> tag has three differerttans that can
each supply a different value. So three copiesraaée of
each of the two web form based invocations. Eagby de
assigned one of the three possible values for thiptcs
argument. The final result is the identification &fx
invocations originating from OrderStatus. Each ¢upi the
lists -the name, domain type, and values of thentified
argument.

@. Identify Interfaces

This step of the proposed approach identifies fater
information for each component of a web applicatidhe
proposed approach extends prior work in interfacdysis [5]
to also identify the HTTP request method for eaderface.
The specific mechanism for specifying HTTP requmsthods
depends on the framework. In the Java EnterprisiéioRd
(JEE) framework, the name of the entry method firstessed
specifies its expected request method. For exartimejoPost
or doGet method indicates that the POST or GET esiqu
methods, respectively, will be used to decode asgusia The
proposed approach builds a call graph of the cormpband
marks all methods that are reachable from the ajhgciamed
root methods as having the request method of tiggnating
method. Example: ProcessOrder can accept two atesfdue
to the branch taken at line 17: (1) {oid, taskpshj other} and
(2) {oid, task, shipto, other, quant}. From the lementation
of ProcessOrder it is possible to infer domain iinfation for
some of the parameters. From this information, tinst

interface is determined to have an IDC of
int(shipto).(shipto=1_shipto=2).task="purchase”; dan the
second interface has an IDC of

int(shipto).(shipto=1_shipto=2).task="modify".intfgnt).

Unless otherwise specified, the domain of a paramist a
string. Lastly, by traversing the call graph of €&ssOrder all
parameters (and therefore, all interfaces) are tiitkh as

of the computed HTML pages and recognize HTML tagdaving originated from a method that expects a P@gTiest.

while maintaining and recording any annotationsarBgle:
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B. Verify Invocations

The third step of the approach checks each invartato
ensure that it matches an interface of the invon&titarget.
An invocation matches an interface if the followitigree
conditions hold: (1) the request method of the catmn is
equal to the request method of the interface; {g)set of the
interface’s parameter names and the invocationgiraent
names are equal; and (3) the domains and valuetheof
invocation satisfy an IDC of the interface. For tttard
condition, domain and value constraints are checkéuk
domain of an argument is considered to match timeadlo of a
parameter if both are of the same type or if theievaf the
argument can be successfully converted to the sporaling
parameter’s domain type. For example, if the patame
domain constraint is Integer and the argument vau,”
then the constraint would be satisfied. Examplensier the
interfaces identified and the invocations. Eachtlod six
invocations is checked to see if it matches eitifethe two
interfaces. Only invocation 2 represents a cori@obcation
and the rest will be identified as errors.

C. Evaluation

The evaluation measures the precision of the regaesults.
The proposed approach was implemented as a pretaoyp,
WAIVE+. The subjects used in the evaluation arer fdava
Enterprise Edition (JEE) based web applicationsol8tore,
Daffodil, Filelister, and JWMA. These applicatiorsnge in
size from 8,600 to 29,000 lines of code. All of Hymplications
are available as open source and are implemented asmix
of static HTML, JavaScript, Java servlets, and lagudava
code. To address the research questions, WAIVE+wasn
the four applications. For each application the ortgd
invocation errors were inspected. Table Il shovesrésults of
inspecting the reported invocations. Each invocadioor was
classified as either a confirmed error or a falsesitpve.
Invocations in both classifications were also fartblassified
based on whether the error reported was due tolatizn of
one of the correctness properties, the invocatidmdt match
an interface because of an incorrectly specifiequest
method (R.M.), the argument names did not match
parameter names of any interface of the target, @hjyl the
value and domain information of an invocation dat match
the interface domain constraint (IDC). The tablsoaleports
the total number of invocations identified for eagiplication
(# Invk.). As the results in Table Il show, WAIVEdentified
69 erroneous invocations and had 20 false positiPe®r
approaches can only detect errors related to nasteshe
comparable total of errors for WAIVE was 33 erromgo
invocations and 19 false positives. These resnticate that
the new domain information checks resulted in tlsealery
of 36 additional errors and 1 false positive. Ollethe results
are very encouraging. The approach identified 3§ agors
that had been previously undetectable while onlydpcing
one additional false positive.
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thenanner,

I11.  CONCURRENT AJAX CRAWLING

The algorithm and its implementation for crawlingdAX, as

just described, is sequential, depth-first, andjlsithreaded.
Since we crawl the Web application dynamically, ¢hewling

runtime is determined by the following factors.

(1) The speed at which the Web server respondsTidoPH
requests.

(2) Network latency.

(3) The crawler’s internal processes (e.g., anatythe DOM,
firing events, updating the state machine).

(4) The speed of the browser in handling the evemd

request/response pairs, modifying the DOM, andegnd the
user interface.

We have no influence on the first two factors aindaaly have
many optimization heuristics for the third step efiéfore, we
focus on the last factor, the browser. Since tigerghm has
to wait some considerable amount of time for thewser to
finish its tasks after each event, our hypothesithat we can
decrease the total runtime by adopting concurreatviing

through multiple browsers.

A. Multi-threaded, Multi-Browser Crawling

The idea is to maintain a single state machine spid the
original controller into a new controller and mplé crawling
nodes. The controller is the single main threaditoang the
total crawl procedure. In this new setting, eacdwding node
is responsible for deriving its corresponding ro&d browser
instances to crawl a specific path. Compared witjufe 3,
the new architecture is capable of having multiptawler
instances, running from a single controller. Ale thrawlers
share the same state machine. The state machinesrsake
every crawler can read and update the state machire
synchronized way. This way, the operation of digzing new
states can be executed in parallel.

B. Partition Function
To divide the work over the crawlers in a multighded

performance of a concurrent approach is determmmedhe
quality of its partition function [Garavel et al.0@l]. A
partition function can be either static or dynaréth a static
partition function, the division of work is known iadvance,
before executing the code. When a dynamic partfimction
is used, the decision of which thread will exeaigiven node
is made at runtime. Our algorithm infers the stater graph
of an AJAX application dynamically and incrementallhus,
due to this dynamic nature, we adopt a dynamicitfwart
function. The task of our dynamic partition functigs to
distribute the work equally over all the participgt crawling
nodes. While crawling an AJAX application, we defiwork
as bringing the browser back into a given state exploring
the first unexplored candidate state from thatestadur
proposed partition function operates as followsteAfthe
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discovery of a new state, if there are still unexgdl candidate
clickables left in the previous state, that stateassigned to
another thread for further exploration. The prooesshosen
will be the one with the least amount of work laftsualizes

our partition function for concurrent crawling osanple Web
application. In the Index state, two candidate kelldes are
detected that can lead: S 1 and S 11. The initiedad

continues with the exploration of the states S 2, S 3, S 4,
and finishes in S 5, in a depth-first manner. Stamgously, a
new thread is branched off to explore state S 1is few

thread (thread #2) first reloads the browser teindnd then
goes into S 11. In state S 2 and S 6, this samechirag

mechanism happens, which results in a total of fiveads.
Now that the partition function has been introdycéue

original sequential crawling algorithm (Algorithnm) tan be
changed into a concurrent version.

We consider the following Ajax Complexity field emfions
defined over an open bounded piece of network anfibature

spaceQ O R . They describe the dynamics of the mean

anycast of each op node populations.

(%Hi)vi tn=y [, (.08 (t-7 (r,1),r)=h, )dr
j=1

+12(r b)), ®

Vi(t.r)=q(t.r)

t=0,1<i <p,
tO[-T,0]

We give an interpretation of the various parametans!
functions that appear in (X, is finite piece of nodes and/or
feature space and is represented as an open bosetiexf
RY . The vectorr and r represent points in Q . The
function S: R (0,1) is the normalized sigmoid function:

S(9=-1 0

1+e”*
It describes the relation between the input rate of

population i as a function of the packets potential, for

example,V, =v = g, (V- D]. We noteV the p-

dimensional  vector (Vl,...,Vp). The p function

corresponding to 50% of the maximal activity. Tigereal
positive valuesO'i,i =1,...,p, determine the slopes of the
sigmoids at the origin. Finally the real positive values

l,i =1,...p, determine the speed at which each anycast
node potential decreases exponentially towardeigd value.
We also introduce the functio®: R — R, defined by

S(¥=[Jay( x= D),.... T7,— NI, the

diagonal px p matrix L, =diag(l;,...,I,).Is the intrinsic

and

dynamics of the population given by the linear ceme of

d d
data transfer(aﬂi) is replaced b)(aﬂi)z to use the

d
alpha function response. We uﬁ%—tﬂi) for simplicity

although our analysis applies to more general risiti
dynamics. For the sake, of generality, the propagadelays
are not assumed to be identical for all populatitvence they

are described by a matrix(r,r ) whose element; (r,r)is

the propagation delay between populatign atF and
populationi at I'. The reason for this assumption is that it is
still unclear from anycast if propagation delayse ar
independent of the populations. We assume for teahn
_2 «
reasons thatf is continuous, that i JC°(Q", R”P).

Moreover packet data indicate thatis not a symmetric
function i.e., 7; (r,r)#7, ( f ), thus no assumption is
made about this symmetry unless otherwise statedrder to
compute the righthand side of (1), we need to ktlmsvnode
potential factorV on interval[—T,0]. The value ofT is
obtained by considering the maximal delay:

r,= max_r,, (r) (3)

i,j(rroQxQ)

Hence we choosé =7,

@,i =1,...,p , represent the initial conditions, see below. weC- Mathematical Framework

note ¢ the p— dimensional vecto(q,....@,). The p

A convenient functional setting for the non-delayeakcket
field equations is to use the spake= L*(Q, R?) which is a

. ext ; —
function 17,1 =1,...,p, represent external factors from yijjpert space endowed with the usual inner product:

other network areas. We note™ the p— dimensional

t
vector (1,7,..

J={ Jij} ij=1..p the
populations i and |, see below. Thep real values

A1 2%). The px p matrix of functions

represents

h,l =1,...,p, determine the threshold of activity for each Using the notatioth(H) =V(t+9),9D[—Tm,O], we

the value of the nodes po#énti

population, that is,
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connectivity between

p
<v,u>F:szvi(r)ui(r)dr @
i=1
To give a meaning to (1), we defined the historyacep

C=C°([-7,,0,F) with |d=supq, qf@t)F,
which is the Banach phase space associated wititieqy3).

write (1) as
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VO=-LVO+ LI+ PO (g

thatV (t) is defined for allt 2 0s and thatf <0 on dB;,

the boundary ofB;. We consider three cases for the initial

Where Vo= oG, condition \ If ||V0||C <R and set
L:C - F, T =sup{t |Os0[0,t],V(90 B}. Suppose thal O R,
Q- '[Q J (_,F)qo(F,—r(_,F ))jF thenV (T) is defined and belongs IB_R, the closure ofB;,

Is the linear continuous operator satisfyingbecause By is closed, in effect todB;, we also have

||L1|| < ||J||L2(Qz RPPY Notice that most of the papers on this d ||V|| lor= f(T,\,)<-6<0 becauseV(T)0B..

subject assum& infinite, hence requiring,,, = oo.
Thus we deduce that forc >0 and small enough,

V(T+£)DE which contradicts the definition of T. Thus

TOR and B is stable. Because <0 @B,V (0) 9B,
implies that(Jt >0,V (t)[ B, . Finally we consider the case

V(0)O CE . Suppose that [t>0V (t)DE, then

Proposition 1.0If the following assumptions are satisfied.

1 JOLZ(Q? RPP),
2. The external current ™ JC°(R, F),

3. r0CYQ% R™"),sup, 7<17,

d e . .
>0 — < -
Then for any @lJC, there exists a unique solution Ht O’dt”VHF_ 2, thus ”V(t)”F 'smonotonically

\Vj DCl([0,00), F)n CO([—Tm,OO, F) to (3) decreasing and reaches the value of R in finitee timhen
V (t) reachesdB;. This contradicts our assumption. Thus

Notice that this result gives existence &%, finite-time
ar >o|v(muo B:.

explosion is impossible for this delayed differahtquation.
Nevertheless, a particular solution could grow fimdeely, we

now prove that this cannot happen. Proposition 1.1 : Let S andt be measured simple functions

on X. for E&M, define
D. Boundedness of Solutions

A valid model of neural networks should only featlwounded

packet node potentials. AE) = IE sdu @
Theorem 1.0 All the trajectories are ultimately bounded by Then % is a measure oM .
t _

the same constarR if | =max__. (I ** ¢ i‘F <co, Ix (s+1) d,u—_[x Scju+jx tqu (2)
Proof :Let wus defined f:RxC_- R as Proof:If Sandif E,E,,... are disjoint members o/

def H H2 whose union isE, the countable additivity ofz shows that
F(LV) =(~LMO)+ LS+ F(), U(Y), = 2 o

E apu(An o An
We notel =min,_; 1, “E) = Zl H 5= z Z'u( 2
Ll n
2 apu(AnE)=2 «E)

2=V O + (A0, + DIVC, "% >
Thus, if Also,¢(¢) =0, so that¢ is not identicallyo .
von >2\/ H I + R, F(LV)< - E  5<0 Next, let S be as before, lef3,, ...,3,, be the distinct values

of tand letB, ={x (¥ =4} If EE=An B, the

Let us show that the open route If of center 0 and radius ,[5, (s+9du=(a,+B)u(E)
R, By, is stable under the dynamics of equation. We know :
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and [ sdu+ [ tu=au(E)+[u(E) Ts @ AD=4? (7)

holds with E; in place of X . Since X is the disjoint union For all complexz.. Itis clear thatAz G ( RZ) - We claim that

of the setsE; (1<i<n,1< j<m), the first half of our J.JA:]-' )
proposition implies that (2) holds. R

j 0A=0, (9)
RZ
Theorem 1.1: If K is a compact set in the plane whose 24 2
complement is connected, if is a continuous complex j|aN :EJ<3—' (20)

function on K which is holomorphic in the interior of , and if F°

£>0, then there exists a polynomiaP such that
_ . . The constants are so adjusted in (6) that (8) ho{@ompute
| f(2)=H z)| <& forall Z2K If the interior of K is the integral in polar coordinates), (9) holds siyniptcauseA
empty, then part of the hypothesis is vacuouslisfied, and  has compact support. To compute (10), exp@Asin polar
the conclusion holds for every £C(K) . Note that K need : 2 _
coordinates, and note th Q/ =0,
to be connected. 06

Proof: By Tietze's theorem,f can be extended to a Oé/ =-a
continuous function in the plane, with compact sarppWe or ’
fix one such extension and denote it again foy For any

0>0, let aO0) be the supremum of the numbers

|f(22)_ f(21)| Where z and z, are subject to the Since f and A have compact support, so do®s Since

Now define

o@)=[[ f(z=O)AE =[] Az0) ) 44 QY
R? R

condition|z2 - 21| < 0. Since f is uniformly continous, we d(2)- f(2

have I(;[rg)a(é) =0 (1) From now on,d will be :ﬂ[f(z_Z) — (2] A F &y (12)
fixed. We shall prove that there is a polynomilsuch that R
And A({)=0 if |{|>0, (3) follows from (8). The

difference quotients of A converge boundedly to the

By (1), .this proves .the theorem. Our first objeetis the 4 roqnonding partial derivatives, sindeC_(R’) . Hence
construction of a functio®P£C_ (R?), such that for allz the last expression in (11) may be differentiatedian the

f(2) - ®(2| < (9), ?) gl sigh, and we obiai
|(0®)(2) 20(0) (4) (0®)(2) =_U (0A(z-¢) f({) & &
7)|<—=, )]
o

And =[[f(z-0)0OA) & &
o@=-[[ Py g ¢=erp),  © ¢
my (-2

Where X is the set of all points in the support @ whose
distance from the complement &f does notd . (Thus X
contains no point which is “far withinK .) We construct®
as the convolution off with a smoothing function A. Put that ® has continuous partial derivatives, if we can stioat

|f(2)- P(3[<10,000w @) (2 K) (2

=[[lf(z=0) = f(AEAD) E & (13)

The last equality depends on (9). Now (10) and ¢igg (4).
If we write (13) with®, and @ in place ofd®, we see

a(r)=0if r>9,put 0® =0 in G, where G is the set of allz£K whose
distance from the complement #f exceedsd. We shall do
3 r2 , this by showing that
a(r) :$(1‘§ (Osr<9), (6) (=12 (=zG; (14)
And define Note thatdf =0 in G, since f is holomorphic there. Now

if z£G, thenz—{ is in the interior ofK for all { with
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<J. The mean value property for harmonic functions 20(0)
] <o. e propery. F(2)-o(2)<==[[IR¢. 2
therefore gives, by the first equation in (11), V16 <

o 2 o
cp(z)=joa(r)ro|rj0 f(z-ré’) — L ded) (ze9) (22)
5 z-¢
=27t (Z)_[O a(r)rdr= f(z)ﬂ A= (2 (15) Observe that the inequalities (16) and (17) arielwsith R in

R place of Q. if { £ X andz & Q.Now fix z & Q., put
For all z ¢ G, we have now proved (3), (4), and (5) The !

_ 0 : . . _
definition of X shows thatX is compact and thaX canbe ¢ =Z*P€’, and estimate the integrand in (22) by (16) if

covered by finitely many open disd,,...,D, , of radius P <490, by (17) if 40< p. The integral in (22) is then
20, whose centers are not ifK. Since S*— K is seen to b;c;ess]fhan the sum of
45
connected, the center of eah can be joined tao by a 277'[0 (E+—}Odp: 808D (23
0
d

polygonal path inS? — K. It follows that eachD, contains a  p,

compact connected sEj, of diameter at leas?od, so that o 4,0005° _
) 2nj D2 pdp = 12,0000 . (24
S°- E is connected and so thd n E; =@  with 4 p

Hence (22) yields
IF(2)-®(2|<6,0006) (ze Q) (25

Since F e H(Q), KOQ, and S?- K is connected,

50 Runge’s theorem shows thaf can be uniformly
‘Qj (¢, z)‘ <—, (16) approximated orK_ by polynomials. Hence (3) and (25) show
o that (2) can be satisfied. This completes the proof

r =20. There are functionngH(S2 — E) and constants

b, so that the inequalities.

1 | 4,000 ,
Q(¢, 9~ Z_ZI < 2 17) Lemma 1.0 : Suppose f&C (R?), the space of all
|Z Z| continuously differentiable functions in the planwith
Hold for zLJ E, and { [ D, if compact support. Put
Q. 2=g(I+C- D §(¥ @8 a:%(aiﬂaij (1)
Let Q be the complement of U...J E,. ThenQ s an X _y
Then the following “Cauchy formula” holds:
open set which containsK. Put X, =X n D, and 1 e (OF
1 1 f(z):——jj'( )(Z)dfch
X;=(XnD)-(X0O..0X_),for 2< j<n, Yy (-2
RZ
Define .
_ ({ =& +in) (2)
R¢,2=Q(¢, 2 (¢e %, Q) (19) Proof: This may be deduced from Green’s theorem. However,
And 1 here is a simple direct proof:
F(z):;”(adb)(Z)R(Z,z)dZ & (20) Put@(r,0)=f (z+r€’%), r>0,6 real
(¢ QX) It ¢ =z+réd?, the chain rule gives
Since, 1 4/0 10
ey (0)(¢) =§e"{§+r—ﬁ}¢(r,9) ©)
F(2=) — O ] 21
(2) ; HJJ OP)NQK 7 a, (21) The right side of (2) is therefore equal to theitims £ — O,
(18) shows thatF is a finite linear combination of the of )
functions g; and gjz. Hence FeH (Q). By (20), (4), and —ljwjzn(% +I—%Jd0dr (4)
2770 \or rod

(5) we have
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For eachr >0,¢ is periodic in@d, with period 277. The DEFINITION 1.0. For a nonzero ideald in
integral of ¢ / 08 is therefore 0, and (4) becomes k[ Xireen Xn] . we let (LT () be the ideal generated by
1 2 (=09 1 pon {LT(f)| fO4}
-— | dg| ——dr=— £,6)da 5
o], 48], S -dr=—"[ "¢(c.6) (5)
As £ - 0,0(£,0) — f(z) uniformly. This gives (2) LEMMA 1.2 Leta be a nonzero ideal irk[ ) Xn]
¢ X9Oa  and  X°O k[ xllxl] " then then (LT(@)) is a monomial ideal, and it equals
(LT(9),...,LT(g,)) for somegq,,...,g, 0 a.
XTX# = X*# 0 a, and soA satisfies the conditiof[) . . . .
PROOF. Since(LT(a)) can also be described as the ideal
Conversely,

generated by the leading monomials (rather thanehding

(zca XX z d X0) :z Ga X ( finite suns terms) of elements ofl.
atA A" ap

and so if A satisfies(D) , then the subspace generated by therHEOREM 1.2 Every ideal @ in k[ X, X ] is
Ty <y LR | n

. a . . . .
monomials X”,a 14, is an ideal. The proposition gives a finitely generated; more precisel)a:(gl,...,gs) where

classification of the monomial ideals k\[ Xl,...Xn]: they 9,,...0, are any elements oft whose leading terms

are in one to one correspondence with the subBets [1 " generateL T (a)
satisfying (0) . For example, the monomial idealsl'ﬂ{ X] PROOF. Let f [Ja. On applying the division algorithm,

are exactly the ideal{X"), Nn=1, and the zero ideal W€ find
f=ag+.+ag+r, a,roK X,...x] .
where eitherr =0 or no monomial occurring in it is divisible
by any LT(g). Butr =f —Z:a1gi Oa, and therefore

LT(r)ULT(&) =(LT(g),..., LT(Q)) , implies that

LEMMA 1.1. Let S be a subset dfl ". The the idealg  €very monomial occurring inl is divisible by one in
LT(g). Thusr =0,andgll(Q,,...,Q. ).

(corresponding to the empty 9&). We write<X” |a O A>

for the ideal corresponding t& (subspace generated by the
X% aOa).

generated by X?,a0S is the monomial ideal
corresponding to

df DEFINITION 1.1 A finite subsetS={ g,]..., g} of an
A:{,BDD”l,B—aDD”, somea [J %S )
Thus, a monomial is i@ if and only if it is divisible by one ideal @& is a standard (Grobner) bases fora if
ofthe X*,a] S (LT(g),...,LT(g))= LT(8. In other words, S is a

PROOF. ClearlyA satisfies(D), andaD<Xﬁ | A0 A>. standard basis if the leading term of every elen@dn@l is
divisible by at least one of the leading termshef @; .

Conversely, if SOA, then f—a 00" for somea 0SS,

and X* = X?X#™ [0 a. The last statement follows from THEOREM 1.3 The ring K[ X,,..., X, ] is Noetherian i.e.,
the fact thatX? | X* = B—a00". Let ADI " satisfy ~ every ideal is finitely generated.

(D). From the geometry ofA, it is clear that there is a finite PROOF. For n=1, k[X] is a principal ideal domain,

set of elements S:{al,..as} of A such that which means that every ideal is generated by siatfment.

N ) . We shall prove the theorem by induction Bn Note that the
A:{,BDD | f—a; 00, somea, U %3 (The a;'s

obvious map K[ X,,...X ][ X]] = Kk X... X] is an

o isomorphism — this simply says that every polyndnfiain

are the corners ofA ) Moreover, a:<X"’ |aO A> is

Y N variables X;,...X,, can be expressed uniquely as a
generated by the monomiaX™ ,a; LI S.
polynomial in X, with coefficients ink[ X, ..., X_ ]
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www.ijesonline.com
179



International Journal of Engineering Sciences Paradigms and Resear ches, Vol. 01, Issue 01, Oct 2012

ISSN (Online): 2319-6564
www.ijesonline.com

FOXp X)) = 8 (X, X)) K+t 8 (X Xy

Thus the next lemma will complete the proof

LEMMA 1.3. If A is Noetherian, then so also A X]
PROOF. For a polynomial

f(X)=a,X"+aX*+..+a, al A a#0,
I is called the degree of , and a, is its leading coefficient.

We call 0 the leading coefficient of the polynomi@l
Let & be an ideal in X] . The leading coefficients

of the polynomials ir@ form an ideala in A, and sinceA
is Noetherian,a' will be finitely generated. LegQ,,...,J,, be

elements ofa whose leading coefficients generaé and let
I be the maximum degree of, . Now let f Oa, and

suppose f has degreeS>Tr , say, f =aX®+... Then

alla , and so we can write

a=) ha, hd A

a =leading coefficient of ;g

Now

f->hg X", r=deg(g )has degree<deg(f ).
By continuing in this way, we find that
f=f, mod(g; ,..0,, ) With f, a polynomial of

degreet <r For eachd <r, let 8, be the subset ofA
consisting of 0 and the leading coefficients ofpallynomials
in a of degreed; it is again an ideal in A . Let

(S FETREPM ¢ Fy be polynomials of degre€l whose leading

functional abstraction likeAX . X is most conveniently
defined as a function frorDt0D , which must then be
regarded as an elementf Letl//:[D - D] — D be the
function that picks out elements bfto represent elements of
[D - D] and ¢:D - [D - D] be the function that
maps elements oD to functions ofD. Since () is
intended to represent the functidn as an element db, it
makes sense to require thag((y(f))=f, that is,

Yoy = id[DﬂD] Furthermore, we often want to view every

element ofD as representing some function fr@nto D and
require that elements representing the same funttioequal
—that is

Y(g(d)=d
or
Yop=id,

The latter condition is called extensionality. Tée®nditions
together imply thatpandy/ are inverses--- that i is
isomorphic to the space of functions fr@rno D that can be

the interpretations of functional abstractiorB:D[D - D]

.Let us suppose we are working with the untyped
A-calculus, we need a solution ot the equation

DDA+[D—> D], where A is some predetermined

domain containing interpretations for elementsGf Each
element ofD corresponds to either an element/ffor an

element of[D - D], with a tag. This equation can be
solved by finding least fixed points of the functio
F(X)= A+[ X X] from domains to domains --- that

coefficients generat@, . Then the same argument as aboves, finding domainsX such thatX [] A+[ X5 X], and

shows that any ponnomiaI‘d in & of degreed can be

written f, = f,_; mMod@g; -Gy ) With fy, of

such that for any domaivi also satisfying this equation, there

is an embedding of to Y --- a pair of maps
f

degree< d —1. On applying this remark repeatedly we find X [] Y

that f, 09,13 ---Or-1m , ++-Jo1r--Yom, . HENCE
f, D((.:]1’---(‘:Jm(.:lr-1,1’---gr-lm,,1 ree1Q01 1+ Qo

and so the polynomialg,, o Qom, generated

One of the great successes of category theory mpuater
science has been the development of a “unifiedrified the
constructions underlying denotational semantics. the

untyped A -calculus,
position of an application. This means that a mddleif the

A -calculus must have the property that given a terwhose
interpretation is d I D, Also, the interpretation of a

180

fR
Such that
fRof=id,
fof®Oid,
Where f [1 g means that f approximatesin some

ordering representing their information contente ey shift
of perspective from the domain-theoretic to the engeneral

any term may appear in the functioncategory-theoretic approach lies in considerfigiot as a

function on domains, but as fanctor on a category of
domains. Instead of a least fixed point of the fiomg F.
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Definition 1.3: Let K be a category anfF : K - K as a
functor. A fixed point ofF is a pair (A,a), where A is K-
object and @: F(A) - Ais an isomorphism. A prefixed
point of F is a pair (A,a), where A iskxobject and a is any
arrow from F(A) to A

Definition 1.4 : An w—chain in a categorK is a diagram

of the following form:
f, f f,
A = DO — D]_ —> D

Recall that a cocong/ of an w—chainA is aK-object X
and a collection of K—arrows{,ui D - X]i2 O} such
that t4 =f4,,0f for all i=0 . We sometimes write

MDA - X as a reminder of the arrangement of'S
components Similarly, a colimit/: A — X is a cocone with

the property that iV : A - X' is also a cocone then there

exists a unique mediating arrok: X — X' such that for all
i>20,,v; =k o . Colimits of w—chains are sometimes

referred to agv—colim its. Dually, ana/® —chain in K

is a diagram of the following form:
fo fy f,
A=D, D Dy oo A cone (U: X - A of an
«f —chain A is aK-objectX and a collection oK -arrows
{#:D iz 0 such that for ali 20, 14 = f 04,,. An

¢f® -limit of an o/ —chain A is a coney/: X - A

with the property that iV : X' = Aisalso a cone, then there

exists a unique mediating arrok: X — X such that for
all 1 20,40k=V, . We write [J, (or just ) for the

distinguish initial object oK, when it has one, andl» A

for the unique arrow front] to eachK-object A. It is also
f1 f2
convenient to writeA” =D, _, D, _; .....to denote all of

A exceptD, and f,. By analogy,t/ is {,Lli [i= ]} For
the images of A and 4 under F we write
F(fo) F(f) F(f2)

F(A)=F(D,) ,F(D) ,F(D,) ...

and F (1) ={F ()i =0

We write F' for thei-fold iterated composition df — that is,
Fo(f)=f,FY(f)=F(f),F*(f)=F(F(f)) et

With these definitions we can state that every momi
function on a complete lattice has a least fixeth{po

181

Lemma 1.4. LetK be a category with initial objedtl and let
F :K - K be a functor. Define théev—chainA by

10~ F(D) F(O-F(D) F(10-F(D)
A=0 _, F(O _, F2(D) s e
If both :A - D and F(u):F(A) - F(D) are
colimits, then (D,d) is an intial F-algebra, where

d: F(D) - D is the mediating arrow fronk (4) to the

coconell”

Theorem 1.4 Let a DAG G given in which each nodea is
random variable, and let a discrete conditionalbphility
distribution of each node given values of its ptsen G be
specified. Then the product of these conditionatriiutions
yields a joint probability distribution P of the nables, and
(G,P) satisfies the Markov condition.

Proof. Order the nodes according to an ancestral ordeligty.
) OTD, R X, be the resultant ordering. Next define.

POG %,--%)= R Pg) R | Fa)-
P | p3)Rx| pa,

Where PA is the set of parents ofX; of in G and

P(x | pa) is the specified probability
distribution. First we show this does indeed yigldjoint
probability distribution. Clearly,0SP(X,X,,...X )< 1 for

all values of the variables. Therefore, to showhage a joint
distribution, as the variables range through adlirtipossible
values, is equal to one. To that end, Specifiedditimmal
distributions are the conditional distributionsytheotationally
represent in the joint distribution. Finally, we osh the
Markov condition is satisfied. To do this, we nesttbw for

1<k <n that
P(pa)#0,if P(nd | pg)# O

and Hx| pa)#0
then R x| nd, pp)= R x pa.
Where ND, is the set of nondescendents ¥, of in G.
PA 0O ND,
P(x. Ind)= R x| p@). First for a giverk, order the

nodes so that all and only nondescendentXgprecede X,

conditional

whenever

Since we need only  show

in the ordering. Note that this ordering dependkqrwhereas
the ordering in the first part of the proof does. iitlearly then
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NDk :{Xl, Xz,....Xk_l}
Let
D =

k {Xk+1,xk+2,....Xr}
follows de

We define the m™ cyclotomic field to be the field
Q[X]/(Cbm(x)) Where ®,_(X) is the m" cyclotomic
polynomial. Q[X]/(dDm(X)) ®_(X) has degreeg(m)
over Q since ®@_(X) has degreeg(m) . The roots of
®_(X) are just the primitivem” roots of unity, so the
complex embeddings oQ[X]/(CDm(X)) are simply the
¢(m) maps
0,:Q[X/(® () G
1<k=<m,(k,mM=1 wher

g, () =¢&x,
fm being our fixed choice of primitivelsnth root of unity. Note
that &<OQ(E,) for every Kk it follows that

Q(Ctm) :Q(f,l;) for all K relatively prime tom . In

particular, the of the O0; coincide, so

Q[X] [ (P, (X)is Galois overQ. This means that we can
write Q(&,,) for Q[X] [ (P,,(X) without much fear of

ambiguity; we will do so from now on, the identtion being

images

LEMMA 1.6 IfmMand Nare relatively prime, then
Q¢ €)= Q¢ )
and
Q) N AS)=Q
(Recall the Q(¢.,¢,) is the compositum of

Q&) and Q<) )

PROOF. One checks easily thft&. is a primitive mri" root
of unity, so that

Qémn) U QS S w)
[, &): Q<[ [ ¢, 4
=p(m@(n) =g(mn);
[Q(&,n) : Q] = g(mn);
Q. ¢,)=Q(¢,,) We know thatQ(¢,,¢,) has degree

@(mn) over Q, so we must have

[Q(6, €0 QE] = 4(D)

Since this implies  that

and

[QU6 &) QUED] = 2(m)

[Q(,): Q&) n A&z 8(M
And thus thatQ(&,) N Q) = Q

PROPOSITION 1.2 For anfnand N

Q& E)=QE,0)

fm > X.One advantage of this is that one can easily talkanq

about cyclotomic fields being extensions of onetlargor
intersections or compositums; all of these thingjset place

considering them as subfield &. We now investigate some
basic properties of cyclotomic fields. The firsus is whether
or not they are all distinct; to determine this, mezd to know

which roots of unity lie inQ(¢,,) .Note, for example, that if
Mis odd, then—¢,is a 2m" root of unity. We will show that

this is the only way in which one can obtain any1-rmth
roots of unity.

LEMMA 1.5
Q)

n
PROOF. Sinceg(%‘n =&, we have & JQ(¢,), so the
result is clear

If mdividesn, thenQ(¢,,) is contained in

182

Q(ém) N QA¢n) = QA m )i

here[m, n] and (m, n) denote the least common multiple and
the greatest common divisor 8fland n, respectively.

g and g .... P where the
p are distinct primes. (We allo® Or f to be zero)

PROOF. Writem= p......
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Q&) =QAE)QAEL)--QE L)

and

QAE)=QE,)QE,)-QE )

Thus

Q& &)= QAE L) Q€. R, )-QE, )
=QU)QE,,)- Q¢ Q)
=QUE ) QE o)

= Q({plmaX(q‘fl) ________ Qmﬂx(fk,fk ))
= Q)
An entirely similar computation shows that

Q&) N QASH) = Ad(my)

Mutual information measures the information transfé
when X is sent andy, is received, and is defined as

P(y : bits

1
P(x) @)

(X, y;)=log,———

In a noise-free channedach Y, is uniquely connected to the

P(x)log, ——
correspondingX , and so they constitute an input —output pairz (X) 0g; P()g)
|

(X, y) for which
P(/) =Land I(x, y)=log, o~

transferred information is equal to the self-infation that

bits; that is, the

corresponds to the inp In a very noisy channel, the output

PO )= POV VRN = RV R
P(y) =¥ P4 R0
PO =X ROV, ) RY)

Then

(X, Y) =3 PO, )

=3'p |
Z (%, y)ogz{P( )}

1
=> P(x,y)log,| ——
i.j P(%J)
1
> P(x, y)log,| ——
i (X yj)og [P(X)}

_ X _ 1
Z[P(A)P(y,)}logz 5

= H(X)
1(X,Y) = H(X)~ H(%)
1
Where  H(X{) = Z P(X,y)log,——— s
% (y)

Yi
usually called the equivocation. In a sense, th@vegation

Y, and input X would be completely uncorrelated, and socan be seen as the information lost in the noisyoél, and is

P(* y.): P(x) and alsol (X, y;)=0;that is, there is no
J

transference of information. In general, a givearatel will
operate between these two extremes. The mutuainiation
is defined between the input and the output ofvamgichannel.
An average of the calculation of the mutual infotiow for all
input-output pairs of a given channel is the averagutual
information:

P(} a bits per

1(X,Y)= ZP(X y)I(x y)= Z Rx y)log, P(x)
symbol . This calculation is done over the inputl anutput
alphabets. The average mutual information. Theov¥dtg
expressions are useful for modifying the mutuabiinfation
expression:

183

a function of the backward conditional probabilitfhe

observation of an output symbol Y provides

H(X)- H(%) bits of information. This difference is the

mutual information of the channeMutual Information:
PropertiesSince

P34, P = Y R

The mutual information fits the condition

1(X,Y) = I(Y, X)

And by interchanging input and output it is alagetthat
: — Y

1(X,Y) = H(Y) = H(Y4)

Where
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www.ijesonline.com



International Journal of Engineering Sciences Paradigms and Resear ches, Vol. 01, Issue 01, Oct 2012

ISSN (Online): 2319-6564
www.ijesonline.com

H(Y) = ZP(Y)|092 P( 5

This last entropy is usually caIIed the noise gmrdhus, the
information transferred through the channel is diféerence
between the output entropy and
Alternatively, it can be said that the channel mltu
information is the difference between the numberbdf
needed for determining a given input symbol befarewing
the corresponding output symbol, and the numbembits
needed for determining a given input symbol afteowing
the corresponding output symbol

1(X,Y) = H(X)= H(XK)

As the channel mutual information expression isfeernce
between two quantities, it seems that this paranoete adopt
negative values. However, and is spite of the tfzatt for some

yj,H(X/ yJ) can be larger tharH (X) , this is not

possible for the average value calculated ovahalbutputs:

PCY/)

Yi P(%, %)
P ’ I 2 = (]
2 P06 )I0g 5 == 2 PO )G oy e
Then
P /
_|(X,Y)=Zp()l(,¥)mso
i

P(X, ¥)

Because this expression is of the form

> Rlog, (2)<0

The above expression can be applied due to theorfact
P(x) P('Y), which is the product of two probabilities, so

that it behaves as the quant@, which in this expression is

a dummy variable that fits the conditioZi Q <1l.ltcanbe

concluded that the average mutual information isca-
negative number. It can also be equal to zero, wherinput
and the output are independent of each other. Atael
entropy called the joint entropy is defined as

H(X,Y)= ZF’(X y)log,

P(x Y;)
P(x)P(y)

= P ,.| B
ZJ (%, )log P0G Y)

1
P(x, y)log, ————
*2, POy log, e

Theorem 1.5: Entropies of the binary erasure channel (BEC)t = ).

The BEC is defined with an alphabet of two inputs ¢éhree
outputs, with symbol probabilities.

184

the noise entropy.

P(x)=a and R %) =1-a, and transition
probabilities

P(*; )=1-p and RY%})=0,

and P(y3xl)=0

and P(ylxz)= p

and F’(y3 ><2) =1-p

Lemma 1.7. Given an arbitrary restricted time-discrete,
amplitude-continuous channel whose restrictions

determined by setEn and whose density functions exhibit no
dependence on the st&elet Nbe a fixed positive integer,
and P(X) an arbitrary probability density function on

Euclidean n-space. pP(y|X) for the  density
P, (Ys-s ¥, I%,..% ) and F for F,  For any real
number a, let
{(x ) :log 20 a} ®
p(Y)

Then for each positive integr, there is a cod€u, n,A)
such that

Asue*+P{(X VO A+ B X0 F (2)
Where

PIXNOA=[ [ (xyddy  px) bXxpl)
and

P{XOF} j - P9 dx
Proof: A sequenc&™ [J F such that
P{YOA | X= ¥} 21-¢
where A={ y(x ¥y N
Choose the decoding sd8 to be Axm .
xDand B,,...,B_,, selectx* O F such that

k-1
P{YD Aw - Bl X= kk)}zl—e

i=1

Having chosen

k-1
SetB, = Ax<k> —Ui:1 B, . If the process does not terminate

in a finite number of steps, then the sequenk(& and
decoding set8, i =1,2,...1 form the desired code. Thus

assume that the process terminates dftsteps. (Conceivably
We will show t=u by showing that

e<te™® +P{(X,Y)D [}\+ F{ X E We proceed as

follows.
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B:Utj:lBj. (If t=0, take B=g¢). Thel
P{(X,YO A= | Hxydxdy

(x, y)OA

L
Tl [ eyl 9 dydx
x YA

=[Py | pylRdyde| g X

X yaBn A X

E. Algorithms

Ideals. Let A be a ring. Recall that adeal a in A is a
subset such that a is subgroup of A regarded asup ginder
addition;

alla,rdA=rall A

The ideal generated by a subseif@\ is the intersection of all
ideals A containing a it is easy to verifiattthis is in fact
an ideal, and that it consist of all finite sumstbé& form

Zrisi with ; 0A,§0S. when S={s,....., 5}, we
shall write (S,
Let a and b be ideals in A. The {eﬁ+ b|al a bl t} is

an ideal, denoted bya+b . The ideal generated by
{ablaDa,U]l} is denoted by ab Note that

,S, )for the ideal it generates.

abl an b. Clearly abconsists of all finite sum§:aibi
with 8 Ja and QOb, and if a=(q,...,8,) and
b=(h,....R), thenab=(ah,...,ab,...,q h).Let a

be an ideal of A. The set of cosets @fn A forms a ring
A/ a,andat> a+ ais a homomorphisng: A— Al a.
The map b ¢@'(b) is a one to one correspondence
between the ideals oA/ a and the ideals ofA containingd

An ideal p if prime if pZ A and abl p= all por
b p. Thus p is prime if and only ifA/ p is nonzero and
has the property thatab=0, bz 0= a= 0,
A/ pis an integral domain. An idedl is maximal if

ie.,

M#| A and there does not exist an idéhlcontained strictly
betweenmMand A. Thus Mis maximal if and only ifA/ m
has no proper nonzero ideals, and so is a fielde watm
maximal = Mprime. The ideals ofAx B are all of the
form ax b, with & andb ideals in A and B. To see this,
note that ifC is an ideal in AxB and (a,b)Jc, then

185

(a,0)= (a,b)(1,0)J c and (0,b) = (a,b)(0,1)J c. This
shows thatc = ax b with

a={al(a b0 c some B k

and

b={b|(a bl c some & k

Let A be a ring. AnA-algebra is a ringB together with a
homomorphismi; : A — B. A homomorphisnof A-algebra

B - C is a homomorphism of ringg : B —» C such that
#(iz(@)=i.(a) for al ad A. An A-algebraBis said
to befinitely generated or offinite-typeover A) if there exist
elementsX,, ..., X, [J B such that every element & can be
expressed as a polynomial in the with coefficients ini (A)

, i.e., such that the homomorphisnﬁ[X ,...,Xn] - B

sending X; to X is surjective. A ring homomorphism
A - B is finite, and B is finitely generated as an A-
module. Letk be a field, and letAbe ak -algebra. If1Z£ 0
in A, then the mafK - A is injective, we can identifK
with its image, i.e., we can regaklas a subring oA . If 1=0

in a ring R, the R is the zero ring, i.eR,:{O} . Polynomial
, IS an

3 O N . Thetotal

rings. Let K be a field. Amonomialin X,..., X
expression of the fornX*... X",

degreeof the monomial isz a, . We sometimes abbreviate it

by X, a=(a,....8)00" The elements of the
polynomial  ring k[ Xiyeny Xn] are finite  sums
DCoa Xp X, ¢..0k a00

With the obvious notions of equality, addition and
multiplication. Thus the monomials from basis for

k[X,...,Xn] as a Kk -vector space. The ring

k[ X, ..., Xn] is an integral domain, and the only units in it

are the nonzero constant polynomials. A polynomial
f (X,,..., X, ) isirreducibleif it is nonconstant and has only

the obvious factorizations, i.e.f =gh= g or h is
constant.Division in k[ X] . The division algorithm allows
us to divide a nonzero polynomial into another: fetand g
be polynomials ink[ X] with g # O; then there exist unique
polynomialsq, r [J k[ X] such thatf =qg+ r with either

r =0 or deg’ < degg. Moreover, there is an algorithm for
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deciding whether f [1(g) , namely, find r and check
whether it is zero. Moreover, the Euclidean aldonitallows
to pass from finite set of generators for an idﬂak[ X] toa

single generator by successively replacing eaclr péi
generators with their greatest common divisor.

(Pure) lexicographic ordering (le3. Here monomials are
ordered by lexicographic(dictionary) order. Moregsely, let

a=(a,..a)andS=(b,..1n) be two elements df ";
then a > and X% > X? (lexicographic ordering) if, in
the vector differencey — S [ , the left most nonzero entry
is positive. For example,

XY?>YZ: XY Z> XY . Note that this isn't

quite how the dictionary would order them: it woubdit
XXXYYZZZz after XXXYYZ Graded reverse

lexicographic order (grevlexHere monomials are ordered by If

total degree, with ties broken by reverse lexicpgia

ordering. Thus,a > [ if Za,- >ZD : orza,- :zt?

and ina — [ the right most nonzero entry is negative. Forf _

example:
X*Y*Z"> X°Y° Z' (total degree greater)
XY°Z2> X*YZ, XYz X YE_

Orderings on k[Xl,...Xn] . Fix an ordering on the

monomials ink[ Xl,...Xn]. Then we can write an element

For the polynomial f =4XY?Z+ ..., the multidegree is
(1,2,1), the leading coefficient is 4, the leadimgnomial is
XY?Z, and the leading term is4XY?Z. The division
algorithm in k[ Xl,...Xn] . Fix a2 monomial ordering if] >

. Suppose given a polynomiaf and an ordered set
(9,,...0;) of polynomials; the division algorithm then
such that

constructs polynomials &,,...8, and I

f=ag+.+tag+r
monomial inf is divisible by any ofLT(g,),...,LT(q )
Step 1 If LT(g)|LT(f), divide g, into f to get

Where eitherr =0 or no

LT(f
f=ag+h qzﬁsgl))ﬂk{xl,..., )g]
LT(g)| LT(h) repeat the process until

f =a g+ f, (different@) with LT(f,) not divisible by
LT(g,) . Now divide g, into f,, and so on, until
ag t+..+tag+r with LT(r) not divisible by
any LT(g,),...LT(q) Step 2 Rewriter; =LT (1) +r1,,
repeat Step 1 with r, for f
f=ag+.+a09+ LT(p)+ 1 (different & 's )

Monomial ideals. In general, an ideah will contain a
polynomial without containing the individual terntf the

and

polynomial; for example, the idedl = (Y>— X°) contains

f of k[ Xl,...Xn] in a canonical fashion, by re-ordering its yv2 — X3put notY?2 or X3,

elements in decreasing order. For example, we warité
f =4XY?Z+4Z-5X+ 7T X Z
as
f =-B5X3+7X2Z?+4XY* 2+ 4 7 (lex
or
f =4XY?Z+7X°Z2-5X+ 4Z (grevie)
Let Zaa X0 k[ X >g] , in decreasing order:
f=a, X+, X%+,
Then we define.

a,>a,>.., a,#C

*  Themultidegreeof f to be multdegf )= a,;
e Theleading coefficient off to beLC( f )= a,

* Theleading monomial off to beLM( f )= X%

f

« Theleading term of' to beLT(f )= a, X

186

DEFINITION 15. An monomial if

Y, X"Oa= X"0a

all o with c, #0.

PROPOSITION 1.3. Leta be a monomial ideal,and let
A:{a|X"Da} . Then A satisfies the condition

alA pBO0"=a+p0 (@ Andais thek -
subspace oik[X ,...,Xn] generated by theX?,a 0 A.

ideal a is

Conversely, ofA is a subset of] " satisfying(D), then the
a of K[X,.,X]
{ X% ad A} is a monomial ideal.

k-subspace generated

by

PROOF. It is clear from its definition that a momal ideal
a is the K -subspace ok[ ) S Xn]
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generated by the set of monomials it contains. If

XPOK[ X0 X ]

and

If a permutation is chosen uniformly and at randoom the
n! possible permutations i@, then the countsC}n) of

cycles of lengthj are dependent random variables. The jointfor the joint distribution of the cycle coun@"

distribution of C™ =(C",...,C{") follows from

Cauchy’s formula, and is given by

PICY =4 =—Nn c::l{g i = r}ﬂ(})cl, (&Y

for cO0) .
Lemmal.7 For nonnegative integers
m_m.
E - cmyiml | = - (1) 1{ , jim < n} 1.4
[ﬂ( i) ﬂ J ;J \ (1.4)
Proof. This can be established directly by exploiting

cancellation of the forrrc[jmj] /C} =1/(g - m)! when

¢, =2m, which occurs between the ingredients in Cauchy
formula and the falling factorials in the moment4irite

mzz jm]. Then, with the first sum indexed by
c=(c,...G)O0T and the last sum indexed by
d=(d,...,d,)00" via the correspondence
d; =¢ —m, we have
ElT (c<">)[mﬁJ:z ACY =g [](9™
e )3 ]
(m;]
n n (c. i
- 3 a3
cgzm forall j | j=1 j= ]JCJ-!

1

m;

n n i n 1

- 1 jd;=n-m -
2 {Z J }HJ"%dj)!
This last sum simplifies to the indicatol(M< n),
corresponding to the fact that if— M= 0, then dj =0 for

j>n—-m, and a random permutation i&,_, must have

some cycle structuréd,,...,d._,.). The moments onn)
follow immediately as
E(C™)! = j71f jr <n} 1.2)

We note for future reference that (1.4) can alsavhiden in
the form

187

E[fl(cg"))WJ: E[I‘l Zm jl{z m < r} 1.3)

Where theZj are independent Poisson-distribution random
variables that satisff=(Z;) =1/ |

The marginal distribution of cycle counts provides a formula
i we find the

distribution oijn using a combinatorial approach combined
with the inclusion-exclusion formula.

-k [0/ j]-k

Lemma 1.8. Forl< j<n,
i

i
k! é( b I
Proof. Consider the selt of all possible cycles of length
j, formed with elements chosen fro{ﬂ.,Z,..n} , SO that

PIC” =K (1.2

|| | =n | For eachar 01, consider the “propertyG,, of

having @; that is, G, is the set of permutation&[] S,
such that@ is one of the cycles off7. We then have
|Ga| =(n— j)!, since the elements L{ﬂ., 2,...,!‘1} not in @

Jnust be permuted among themselves. To use thesionhu

exclusion formula we need to calculate the tém which is

the sum of the probabilities of the -fold intersection of
properties, summing over all sets ofdistinct properties.
There are two cases to consider. If theproperties are
indexed byr cycles having no elements in common, then the
intersection specifies howj elements are moved by the

permutation, and there af@—rj)!1(rj <n) permutations

in the intersection. There af@” / (j'r!) such intersections.
For the other case, some two distinct propertieaenaome
element in common, so no permutation can have tahe
properties, and the -fold intersection is empty. Thus

S =(n-r)l(rj<n)

[ril

n* 1 .

———=1(rj <n)-

j'rin! j'r!
Finally, the inclusion-exclusion series for the ren of
permutations having exactlg properties is

K+1
Z(_l)l( | jS«LI,
120
Which simplifies to (1.1) Returning to the originat-check
problem, we substitute j=1 in (1.1) to obtain th&tribution of
the number of fixed points of a random permutati&ior

k=0,1,..n.

X
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1 =k 1 rate whenb =1. Using properties of alternating series with
(n) — - = 1! =
PIG™ =K = kllz_c;( 1) n’ (1.2) decreasing terms, fd« =0,1,..
. 1
and the moments oE("” follow from (1.2) with j =1. In < ) —
) (1.2) vith ] k,((n . k+2),> \ PIC” =K-RZ= K
particular, for N= 2, the mean and variance 631(“) are both 1

equal to 1. The joint distribution (lC{™,...,C{") for any < K!(n— k+1)!
1< b < n has an expression similar to (1.7); this too can b

: ; : ; b It follows that
derived by inclusion-exclusion. For ay= (C,...,G, )U0

2n+1 n n - -1
with m=>" ic, (<) rzSalPeT=H-R2= <2 D @1
P[(Cl(n), - Cén) ) — C] Since »
_ 1 1 1

b N PlZ>n1= 1+ + +..)< ,
_ 1 o, 1 (n +1)l n+2 (n+2)(n+ 3) (n+1)!
- I_! Z (-1) ” i |_ (1.3)  we see from (1.11) that the total variation diseabetween

= | = Owith

I levsvrl1 -m the distributionL(C") of C{™ and the distributior.(Z,)
The joint moments of the firdd countsCl(”),...,Cé”) canbe of Z;
obtained directly from (1.2) and (1.3) by setting
m,, =..=m,=0 Establish the asymptotics B[A](C(n))] under conditions
The limit distribution of cycle counts (A?) and (801) where
It follows immediately from Lemma 1.2 that for eafiked Aq(C(n)) - C(n) —
B as n — oo, :I_rljn r+D<r{ }

- —k ' ! .
) g' > (0. We start with the expression

So thathn) converges in distribution to a random variable

n P[T,.(2) =
Zj having a Poisson distribution with me#d j; we use the P[Ah(C( ))] :%
notation C}n) —~q Z; where Z;[1 B(1/ ]) to describe o o
this. Infact, the limit random variables are inciegent. |_| {1_F A+ E, )} .1
I<izn i
Theorem 1.6 The process of cycle counts converges int+sjsy
distribution to a Poisson process [6f with intensity j©.  P[T,.(Z) =1
That is, asn — oo
" : :@exp > llog@a+i~ad )-i~6d |
(CO.CO\) ~y (2,2, (L1 P2
Where the Z.,j=12,... are independent Poisson- g
| {iromg,,, M} @2
L : : 1 -
distributed random variables withe(Z; ) =— and
Proof. To establish the converges in distribution onewsho P[TO”(Z) =1]
i > - . _
that  for (n?ach (n)flxed b>1, as N - oo, =@exp{z llog(1+i~6d )-i‘ad ]}
P(G",....G")=d~ RA(Z4... §)= ¢ i=1

Error rates {1+ O(n_1¢{1,2,7} (n))} 1.3)

The proof of Theorem says nothing about the rate : ; : :
convergence. Elementary analysis can be useditnagstthis O\hoere ¢{1,2,7} (n) refers to the quantity derived frod . It

thus follows thatP[ A (C™)] 0 Kni?“™® for a constant
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K, depending onZ and ther, and computable explicitly
from (1.1) — (1.3), if Condition§ A,) and (B,,) are satisfied
and if {7 =0(i" g) from someg >0, since, under these

circumstances, boti” ¢{1'2‘7}(n) and N ¢{1,2,7}(n) tend

to zero asnN — ©o. In particular, for polynomials and square
free polynomials, the relativeerror in this asymptotic

approximation is of orden " if g >1.

ForOsb<n/8andn=n,, with n,

dr, (L(CIL b)), L( Z1, H))

< dhy (L(CIL, ), (L 1)

s 5{77} (n, b)1

Where £, » (n,b) = O(b/ 1) under Condition{ A), (D,)
and (B,) Since, the Relation,

by Conditioning

L(CIL B To(O) = ) = L(ZL H] B(2= ),
It follows by direct calculation that

dry (L(CIL, 1)), (41, H))

=d;, (L(T5,(C)), UT5,( D))

=max3 P[T, (2)= 1]

{1— } (1.4)

PlT,. (2 = n— 1
Suppressing the argume#t from now on, we thus obtain

P[T,.(2) = 1
d,, (L(CIL b)), L(ZL, 1))

e
s;m P[T,, = 1] ﬁg%
X{SE:;,F’[T%:S]( RT,= b Pg= n]}+
S Y PT, =1+ AT, =

189

2]

{P[,=n-§-RPT.,= r I}

“2 M =4 P{Tyy =1
+SPT, =] Y AT=$PL=nlé PL=1r
s=0 s n2)+1

The first sum is at mos2n *ET,, ; the third is bound by

(max P[T,, = )/ AT, = 1

. 25{10.5(1} (n/2,b) 3n
- n ep[o 1]’

3n =
m ﬁog(n)z A = Y]Z BT, = $5 \ - §

1 10_,5} (n) E-I:)b
<08 77 = Tob
T 6P[0] n
Hence we may take

- 6104 (M)
£74(n0) =2 ET, (2 1"‘m
6
e 0] ———— 15y (N 2,D) (1.5)

Required order under Conditior{sd,),(D,) and (Bn)
S(00) < 00, If not, ([ﬁo.q (n can be replaced b@jo 13

in the above, which has the required order, Wlththﬂ
restriction on thef, implied by S(c0) <co . Examining the
Conditions (Ay),(D,) and(B,,),it is perhaps surprising to
find that (B,,) is required instead of juftB,,); that is, that
—_ Hatc)l
we should needzlzzle =0(i™)

a >1. A first observation is that a similar problemsas

to hold for some

with the rate of decay of;, as well. For this reasom), is

0
replaced byhi. This makes it possible to replace condition

(A) by the weaker pair of conditiorsdy) and (D, ) in the
eventual assumptions needed 3?1;17} (n, b) to be of order
o(b/ n);

shifted from¢&,, itself to its first difference. This is needed to

obtain the right approximation error for the randorappings
example. However, since all the classical appliceti make

the decay rate requirement of ordef ” is

far more stringent assumptions about &gl = 2, than are

made in(B;,). The critical point of the proof is seen where

the initial estimate of the difference
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www.ijesonline.com



International Journal of Engineering Sciences Paradigms and Resear ches, Vol. 01, Issue 01, Oct 2012

ISSN (Online): 2319-6564
www.ijesonline.com

PTY =9~ R =

which should be small, contains a far tail elenfemtn N1 of
the form ¢ (n) +u(n), which is only small ifa >1,

being otherwise of orde®(n 2*°) for any J >0, since
a, >1is in any case assumed. P& N/ 2, this gives rise

stl] . The factor €019 (n),

to a contribution of orderO(N"**?) in the estimate of the
difference P[T,, =9 - B T,= stl], the
remainder of the proof, is translated into a cdition of
order O(tN™®*%) for the

PT,,=9- R T,= ],

contribution of orden™*° for any 3 >0 in &1 (n, b).

which, in

differences  of form

finally leading to a

Some improvement would seem to be possible, defitie
function g by g(w) =]1W:s} _]{W:s+} , differences that are

of the form P[T,,=9— P T,= s-]t can be directly
estimated, at a cost of only a single contributidrthe form
¢ (n)+u’(n). Then, iterating the cycle, in which one

estimate of a difference in point probabilitiesingroved to
an estimate of smaller order, a bound of the form

|P[Tbn=§— RT,.= SI-]I|= O+ A™*9 for any

0 >0 could perhaps be attained, leading to a final rerro
estimate in order O(bn™+ M**) for any >0, to
replace & » (n,b). This would be of the ideal order
O(b/ n) for large enougtd, but would still be coarser for
small b.

With band N as in the previous section, we wish to show that

O (L(CL B), (ZL B) -2 (e 16| £ T, -
< &,4(n,b),
Where & 4(n,b) = o(n*yg n*br A for any

0 >0 under Conditions(Ay),(D,) and (B,,), with 4, .
The proof uses sharper estimates. As before, wia beth the

EZ

formula
dry (L(C[L, b)), L(41, 1))
_ )y Pl =n-1
- ; PlTor =1 {1 P[T,, =1 }J,

Now we observe that

190

_ P[Tbn =n- I’] e F[ T)b = ﬁ
PT, =rd1——ton “N7 0L SV T 5= 1
2P r]{ PIT,, = 1 } 2 RT=0
| > P, =4RT,=mk PTL= rlx
s=[ 2]+
<an?ET + (max P[G,= 9)/ RT,= §
+P[T,, > 1V 2]
<8n2ET + Sos (12 b), (1.2)
6r,[0,1]
We have
[v2]_L0b 1 P[TOb = r]
| Z P[T, =
n/2]
X({ZP[TOb (RT,=nmb-Pl-= ﬁ]%

n/2]

S P, =98N0 py

n+1

) |

+

1

n P[TOn t

{10, (0.0)+ 2r09)1-6] *{ K0+ 45, 4 (n}}
6
= &nkJ[0,1]

+4)1-6|n” ETOf,{ KB+ Moo (n)}

3
(enF;,[o,l]) b

}

ZP[TOb_ r]zF[Tob_ $|

r=0 s=20

<

ETosé1014 (N D

(1.2)

The approximation in (1.2) is further simplified hgting that

[n/2] B [2] (S_ r)(l— 9)
rZ:;‘ P[Tob =1] {S:O —n+1 }+

D HTn=3
_gls—-n@-6)
- P[T, =4—————~=
{z m,= 4=
_ (s—r)\l—&\
P[TOb r]g){%Z]F{TOb— el
\1 AN E(T,{ T, > n/3)< 416 n* ET,,

[

@3

and then by observing that

I JESPR
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_ _ . (s-
r>[zn/“21 oo =1 {Z;‘ Tl =300 }
<n*l-6/(ET, AT, > W2+ E TY T,> 12}))

<4[1-6nET; (1.4)

Combining the contributions of (1.2) —(1.3), we ghiind tha
0 0
| dr (L(CIL, b)), L(Z1L, B))

_(n"'l)_lz P[T, =11 {Z HT,

r=0 s=0
{5{10,5(2; (n/2,6)+ 27 ET,8 4 (1 t)}

< €,4(nb)
241-6 ¢, 4 O )}

= ¥ &)(1—69} |

~op0,1]

(1.5

J

3
+2n?ET ¢4+ 31-6/+
{ A R

The quantity&;, 4 (n,b) is seen to be of the order claimed
under Conditions(Ay),(D,) and (B,,) , provided that

“abstract” affine space is a pair of sets , theafgtoints and
the set of vectors so that the operations as abovealefined
axiomatically). Notice that vectors in an affineasp are also
known as “free vectors”. Intuitively, they are nfited at

points and “float freely” in space. From " considered as an
affine space we can precede in two opposite doesti] " as

an Euclidean spackl [ "as an affine space> [1"as a
manifold.Going to the left means introducing somdra
structure which will make the geometry richer. Gpilo the
right means forgetting about part of the affinaisture; going
further in this direction will lead us to the sdied “smooth
(or differentiable) manifolds”. The theory of difential forms
does not require any extra geometry. So our natlirattion
is to the right. The Euclidean structure, howeiguyseful for
examples and applications. So let us say a few svabdut it:

Remark 1.0. Euclidean geometry.In [ " considered as
an affine space we can already do a good deal aingry.
For example, we can consider lines and planes,camadiric
surfaces like an ellipsoid. However, we cannot uiscsuch
things as “lengths”, “angles” or “areas” and “volesgi. To be

able to do so, we have to introduce some more itiefis,

S(e0) < o0; this supplementary condition can be removed ifmaking[] " a Euclidean space. Namely, we define the length

(‘ﬁo_g (n) is replaced by l0.13 (n) in the definition of

73 (n,b), has the required order without the restriction on|al ZZ\/(al)2 +..+ (@)

the I, implied by assuming thaB(c0) < co.Finally, a direct
calculation now shows that
ZP[TOb: r]{zl:{-rob: s )(1_@}
r=0 s=0 +

1
= §|1_ 6|E[Ty, — ETy,|
Example 1.0. Consider the poinO = (0,...,010". For
an arbitrary vectorr , the coordinates of the poit= O+ r
are equal to the respective coordinates of the ovect
r:x=(x,..x")andr =(x4,...,X"). The vector r such as
in the example is called the position vector orrdudius vector
of the pointX . (Or, in greater detailt is the radius-vector of
X w.r.t an origin O). Points are frequently specifigy their

radius-vectors. This presupposes the choice of Othas
“standard origin”.  Let us summarize. We have abered

(1" and interpreted its elements in two ways: as gainid as
vectors. Hence we may say that we leading with tihe
copies of 1 ": [ "={points}, [ "= {vectors}
Operations with vectors: multiplication by a numbeldition.
Operations with points and vectors: adding a veta point
(giving a point), subtracting two points (givingvactor).[] "
treated in this way is called andimensional affine spacé\n

191

of avectora=(a,...,d") to be

@
After that we can also define distances betweemtpoas
follows:

d(A B)=| AB 2)

One can check that the distance so defined possesseral
properties that we expect: is it always non-negadind equals
zero only for coinciding points; the distance frénto B is the
same as that from B to A (symmetry); also, for ¢hpeints, A,

B and C, we haved(AB)<d AQ+ d C B (the

“triangle inequality”). To define angles, we firisitroduce the
scalar product of two vectors
3)

(a,b)=db+.+d8
Thus|a| =,/(a @) . The scalar product is also denote by

dot: ab=(a, D), and hence is often referred to as the “dot
product” . Now, for nonzero vectors, we define thegle
between them by the equality

(a,b)

[ael

The angle itself is defined up to an integral nuéti
of 27T . For this definition to be consistent we havetsure
that the r.h.s. of (4) does not exceed 1 by thelates value.
This follows from the inequality

(a by’ <|a’ |’

cosa = 4

(5)

I JESPR
www.ijesonline.com



International Journal of Engineering Sciences Paradigms and Resear ches, Vol. 01, Issue 01, Oct 2012

ISSN (Online): 2319-6564
www.ijesonline.com

known as the Cauchy-Bunyakovsky—Schwarz inequality-or a certainy(At) such thaty(At) — Owhen At - 0

(various combinations of these three names areiegph
different books). One of the ways of proving (5)dsconsider

the scalar square of the linear combinati@nr- th, where

tOR. As (a+th, a+ th =0 is a quadratic polynomial in
t which is never negative, its discriminant mustléss or
equal zero. Writing this explicitly yields (5). Thigiangle
inequality for distances also follows from the inatity (5).

Example 1.1.  Consider the functionf (X) = X (the i-th

coordinate). The linear functiodlX (the differential ofX )

applied to an arbitrary vectdn is simply h' .From these
examples follows that we can rewritf as

of of
df =—dxX +...+— dX, 1
oxt ox" @

which is the standard form. Once again: the padigivatives
in (1) are just the coefficients (depending i dx', dX, ...
are linear functions giving on an arbitrary vecthr its
coordinates, h?, ..., respectively. Hence

of

(we used the linearity otlf (X;)). By the definition, this
means that the derivative of (X(t)) att =t, is exactly

df (%,)(V) . The statement of the theorem can be expressed
by a simple formula:
df (x(t)) _ of
—2 A =X
dt ox'

of
+

ox'

+... X'

(2)

To calculate the value adlf at a pointx, on a given vector
U one can take an arbitrary curve passing Thro¥ghat t,
with U as the velocity vector &, and calculate the usual

derivative of f (X(t)) att =t,.

Theorem 1.8. For functionsf,g:U - [J .U O0",
d(f+g)=df+ dg @)
d( fg) = df.g+ f.dg (2)

Proof. Consider an arbitrary poi, and an arbitrary vector

U stretching from it. Let a curveX(t) be such that

X(t)) = %, and X(t) =v.
Henced( f + g)(%)(v) =%( f((9)+ o X))

df ((H) =0,y === M+
(W) =0y =
of
~t—h", (2
e (2)
Theorem 1.7. Suppose we have a parametrized curvét t =1, and

t > X(t) passing throughx, O " att =t, and with the
velocity vectorX(t,) =¢ Then

W(to) =0, (%) = df (x)(v) @

d(fg)(%)() =%( fFO(9) o X))

att =t, Formulae (1) and (2) then immediately follow from

the corresponding formulae for the usual derivativew,
almost without change the theory generalizes tcctfans

Proof. Indeed, consider a small increment of the parametd@king values in[J ™ instead ofi] . The only difference is

tit,—>t,+At, WhereAt— 0. On the other hand, we

have f(x,+h)— f(x,)=df(%)( H+8( |)| h for an
arbitrary vectorh , where S(h) - 0 whenh - 0

Combining it together, for the increment df(x(t)) we
obtain

f(x(t, +At) = f(x,)

=df (%) (VAt+a(At)At)
+BU.AL+a (At)AL).[uAt + a (At)A|
= df (x,)(0) At+ p(At)AL

192

that now the differential of a map :U — [J ™ at a pointX
will be a linear function taking vectors in" to vectors in
[0 M(instead ofl] ) . For an arbitrary vectoh (][] ",

F(x+h)=F(x+dR3(DH

+B(h[H ©)
Where B(h) - 0  when h-0 . We have
dF = (dF,...,dF") and
IJESPR
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oF
dF—a—dxl Wd%
oF* oF*
ad axt |[ax
=l e (4
oF™ oF™ || dX’
ox' X'

In this matrix notation we have to write vectors \a&stor-
columns.
Theorem 1.9. For an arbitrary parametrized cur¥t) in

(1", the differential of a magk:U - 0™
U OO") maps the velocity vectoX(t) to the velocity

vector of the curve= (X(t)) in 1 ™:

% = dF(X())(X())

(where

@

Proof.

X(t+At) = x(1) + X DAt+a(ADAL (2)
Where a(At) — 0 whenAt — 0. By the definition of the
differential,

F(x+h)=F(x+dR(3(H+B(H| h
Where B(h)
F(x(t+At) = F(x+ X ).At+a(ADAY

h

=F(X)+ dF(X)(X DA t+a(A DAY+

By the definition of the velocity vector,

(3)

— O whenh = 0. we obtain

B(X()At+a(At)AY).

x(t)m+'a(m)m(

= F(X)+ dF(X)( X DA t+ p(A DAt

For somey(At) — O whenAt — 0. This precisely means

that dF (X) (1) is the velocity vector of (X). As every

vector attached to a point can be viewed as thacitglvector
of some curve passing through this point, this tbeogives a

clear geometric picture aflF as a linear map on vectors.

Theorem 1.10 Suppose we have two maps:U - V and
G:V W, where UDOO"VDOUO™WODOP® (open
domains). LetF : X+ y= F(X) . Then the differential of

the composite mafsoF : U — W is the composition of the
differentials of F and G :

d(GoF)(¥ = d@ y odk X (4)

Proof. We can use the description of the differential

.Consider a curvex(t) in " with the velocity vectorX .

Basically, we need to know to which vector in P it is taken

by d(GOF). the curve(GOF)(X(1) = G{ F( X }). By the

same theorem, it equals the image und& of the Anycast

Flow vector to the curveF(X(t)) in O ™. Applying the
theorem once again, we see that the velocity vetttathe

curve F(X(1)) is the image undedF of the vectorx(t) .
Henced(GOH(X) = dgq dR ))) for an arbitrary vector
X .

Corollary 1.0. If we denote coordinates inl " by

(x', )@)and ind ™oy (Y',...,y™), and write

F
dF =9 g v+ 95 ge 1
ax 6x“ @
dG=— dy‘ = d)’/‘ 2)
y1
Then the cha|n rule can be expressed as follows:
0G
d(GoR =98 dr +. A—dF", 3
(GoF) oy oy 3

Where dF' are taken from (1). In other words, to get
d(GoF) we have to substitute into (2) the expression for

dy = dF from (3). This can also be expressed by the
following matrix formula:

0G'  9G')(oF' oF!
oy oY || axt x| dx
d(GoR) =| ... .. .. e (4
9GP 9GP || oF™ oF™ | dX’
ay* Tay" L ax Tax
i.e., if dG and dF are expressed by matrices of partial

derivatives, thend(GOF) is expressed by the product of
these matrices. This is often written as

I JESPR
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o2 az2) (92 07
X oyt oy"
0z° 97 02 0727
e Y
oy oy

ot ax

...... , (5)

oy" oy

oxt  ox"
Or

07" ™A 0y

z oy, ®)

Where it is assumed that the dependenceyafl] ™ on
xO0O " is given by the mag- , the dependence &f[1[] P

on yUll ™ is given by the mag3, and the dependence of
zO0 Pon xOU "is given by the compositiof5OF .

Definition 1.6. Consider an open domald (J[] ". Consider
also another copy dfl ", denoted for distinction! ';, with

the standard coordinatdy’...y"). A system of coordinates
in the open domairJ is given by a mapF :V - U,
whereV O[] 7 is an open domain df |, such that the

following three conditions are satisfied :
(1) F is smooth;
(2) F isinvertible;

3) F™:U -V isalso smooth

The coordinates of a poink[1U in this system are the
standard coordinates ¢ ~(x) 00 y
In other words,

F:(y...,y" )= x=x(¥....¥) D

Here the variablegy'...,y") are the “new” coordinates of
the point X

Example 1.2. Consider a curve i 2 specified in polar
coordinates as

x(t):r=r{t).¢=0() @
We can simply use the chain rule. The niap> X(t) can be
considered as the composition of the map
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t>(rit),¢t)),r,9)—X({,0). Then, by the chain
rule, we have

- dx_odxdr

dt or dt

0Xx dyﬁ_ax-r+2<¢
09

Heref and¢ are scalar coefficients depending @n

(2)

4 ="

dg dt ar

ial derivatived®/ 0
whence the partial derlvatlve@ Ar, % ¢ are vectors

depending on point inl 2. We can compare this with the
formula in the “standard” coordinatesx = g Xt ] I).

- 6y 0 ici
Consider the vectors o /o¢ Explicitly we have

? = (cosg ,sinp ) 3)
r

ox _, . :
w—( rsing,r cosp ) 4

From where it follows that these vectors make &sbas all
points except for the origin (wheite= Q). It is instructive to
sketch a picture, drawing vectors corresponding fmint as

starting from that point. Notice thata%r,a%¢ are,

respectively, the velocity vectors for the curdes> X(I, @)
(¢ =@, fixed) and@ — x(r,@) (r =r, fixed). We can

conclude that for an arbitrary curve given in palaordinates

the velocity vector will have componerﬁé,{ﬁ) if as a basis
we take€ = a%r .6 = 6%¢ :

X=grtg¢ ()
A characteristic feature of the badis, € is that it is not

“constant” but depends on point. Vectors “stuckptmints”
when we consider curvilinear coordinates.

Proposition 1.3 The velocity vector has the same
appearance in all coordinate systems.
Proof. Follows directly from the chain rule anceth

transformation law for the bas® .In particular, the elements

of the basisg = 0 o (originally, a formal notation) can be

understood directly as the velocity vectors of terdinate

lines X' > X(X,...,X) (all coordinates buk are fixed).

Since we now know how to handle velocities in advit
coordinates, the best way to treat the differendfala map

F:O0" -0 ™is by its action on the velocity vectors. By
definition, we set

S
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aF () 0 (1) -5 D

@

Theorem 19. For arbitrary 1-form@ and path)/, the

Now dF(xO) is a linear map that takes vectors attached to wtegraljw does not change if we change parametrization of

point )(0 00" to vectors attached to the poikt(x) 00 ™

dF = v+ +9F e
6x ox"
OF" OF"
oy | dx
(€, or ol (2
oF™ oF™ |{ dx’
In particular, for the differential of a functionevalways have
of of
df —ﬁdxu S dx 3)

Where X are arbitrary coordinates.
differential does not change when we perform a ghaof
coordinates.

Example 1.3 Consider a 1-form in] 2
standard coordinates:

given in the

A=-ydx+ xdy In the polar coordinates we will have
X=TrCcosg ,y=r sinp, hence

dx=cosgdr-r singdg

dy=singdr+ r cogpdg

Substituting intoA, we get

—-rsing (cospdr —r sigpdg

+r cosg (singdr +r cogd ¢ )

=r?(sin¢g+cosg dgp=rdg

Hence A=r’dg is the formula for A in the polar

coordinates. In particular, we see that this isragal-form, a
linear combination of the differentials of coordies with
functions as coefficients. Secondly, in a more eptgal way,

we can define a 1-form in a domdih as a linear function on

vectors at every point of U
W) =u'+..+wU", 1
— i -0
If U= ZQU , where g = o Recall that the

differentials of functions were defined as lineandtions on
vectors (at every point), and

_ 0x ;
dx(e)= dx(axJ J, (2)

X.

at every point

The form of the

v
J provide the orientation remains the same.

Proof: Consider<a)(x(t)),%> and <0J(X(t(t')))’%>

As
<w(x<t(t')))%> Kw( X(H(E), dx> at

dt’

Let p be a rational prime and & = (). We write {

for Zp or this section. Recall thatK has degree

@¢(p) = p—1overll. We wish to show tha®, =[] [Z]

Note that{ is a root of X"
integer; sinceO, is a ring we have that [Z] UO. We

give a proof without assuming unique factorizatafndeals.
We begin with some norm and trace computations. jLéte

—1, and thus is an algebraic

an integer. If j is not divisible by p, then Zi is a primitive
th

p
¢.¢%

Tr, ((N=0+P+.+{7 =0 (()-1=-
If p does dividej, then ¢’
conjugate 1, and Tr, (¢') = p-1 By linearity of the
trace, we find that

Tr, A-¢)=Tr, 1-7%)=...

=Tr,. A-{"H)=p

We also need to compute the normloef { . For this, we use
the factorization

-1 -2 —
XX+ A1=D (X)

=(x=)(x=¢*).(x=¢");
Plugging in X =1 shows that
p=1-{)A-7*)..(=¢")
since the(1-¢') are the conjugates ¢lL— ), this shows
that N,,, (L1-¢)= p The key result for determining the

root of wunity, and thus its conjugates are

Pt Therefore

=1, so it has only the one

ring of integersO, is the following.
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LEMMA 1.9 above shows tha®, L1l], and continuing in this way we find
1-{)0 nlU = p!

Proof. We saw above thap is a multiple of(1—¢) in

Oy, so the inclusion(1-{)O, n[J [ pJ is immediate. Example 1.4 LeK =[] , then the local ring] (p) 1S Simply
Suppose now that the inclusion is strict. Sincet

(1-¢)O Nl is an ideal of] containing o] and pl is
a maximal ideal of! , we must have(1-¢)O, nlJ =[
Thus we can write 1=a(1-¢)

For someq O, . Thatis,1-{ is aunitinO,.

that all of the@ are in[] . This completes the proof.

he subring of(] of rational numbers with denominator
relatively prime top . Note that this ring [J " is not the ring
0 pof p-adic integers; to get] pOne must complete n -

The usefulness 00, ; comes from the fact that it has a

particularly simple ideal structure. Lébe any proper ideal
of Oy , and consider the ide@ n O of O . We claim

COROLLARY 1.1 For any aUQO,
Tr., (A-¢)a)0 po thata=(an Q) Q. ,; Thatis, tha@ is generated by the
PROOF. We have elements ofa in an O,. Itis clear from the definition of an

T 1-7 1-7)a)+ ..+ 7 ideal thata [J (an Q) Q, o+ To prove the other inclusion,
f —{)a)=0. - 1O — ,
“ (( ) ) 1(( )a) Pt (( y) let & be any element ol. Then we can write¥ = ﬁ’/y

=0,1-{)a@)+..+0,,(1-{ P, . @) where SO, and yOp. In particular, S0a (since
=(1-{)o,(@)+..+ =" Y, @) [lyOa and a is an ideal), soBUO, and yIp. so
Where thegd; are the complex embeddings Kf (which we  B[0an O,. sSince 1/yU0

i this implies that

K,p?

are really viewing as automorphisms Kf) with the usual a=pF1yd(@n0O)Q as claimed.We can use this
p? :

ordering. Furthermorel = ¢"* is a multiple ofl =¢" in O fact to determine all of the ideals @, . Let @ be any ideal

for every | # 0. Thus
Tr., (@@-{)0@A-{ )0, Since the trace is also a

rational integer.

of Oy ,and consider the ideal factorization &fn Q¢ in

Oy . write it asan O, = p'b For somen and some ideal

b, relatively prime top. we claim first thahQ, , = O .

PROPOSITION 1.4 Letp be a prime number and let We now find that

_ th o |
K =0 (¢,) be thep™ cyclotomic field. Then 2 a=(anQ)Q,= PbQ,= B Q, sincebO, .
O =0[{,1 TO[RA/ (P [ ¥); ThUSl,Zp’---[S IS an  Thus every ideal o0, , has the formp”OK’p for somen;
integral basis folO . it follows immediately thatO, is noetherian. It is also now

PROOF. Let a 1O, and write

clear that p”OK'p is the unique non-zero prime ideal @ ,
a=a,+ad +..+a_"? With g 0. Then

. Furthermore, the inclusiofQy, — O, ,/ pQ , Since
all-{)=a,1-{)+a(( -{*)+... PO, N O = p this map is also surjection, since the
+a, ,({ =g residue class ofr / BLIO, , (with @ 1O, and S p) is

By the linearity of the trace and our above caldotes we find
that Tr,,, (a(1-{)) = pa, We also have

Tr,, (@@@-¢))Op1, so a, 00  Next consider the
algebraic integer

-1 _ p-3. . .
- —a+ + ...+
(@-a,)¢ qtalt.. aP‘ZZ ; This isan Dedekind domain, it remains to show that it is gnédly
algebraic integer sinc€ ' =" is. The same argument as closed inK . So lety[JK be a root of a polynomial with

the image ofa3™" in Ox/p» Which makes sense sing8 is

invertible in O,,,. Thus the map is an isomorphism. In

particular, it is now abundantly clear that evergnszero
prime ideal ofO, ,is maximal. ~ To show tha, ,is a
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coefficients in @) write  this polynomial as

K,p?

a a, .
X"+ —mL )™y +20 with o 0O, and B 00O, _,.
m-1 0

set B = B,5,...3,,_,- Multiplying by 8™ we find that By
is the root of a monic polynomial with coefficierits O, .
Thus ByJO,; since S p, we haveSy ! =y00O, ,

. Thus OK'p is integrally close inK.

COROLLARY 1.2. LetK be a number field of degre@
and leta be inO, thenN,, (aQ,) =‘ N/ (a)‘

PROOF. We assume a bit more Galois theory thaal dsu
this proof. Assume first thak /[ is Galois. Letg be an

element of Gal(K/). It is clear that
o(Oy)/o(a)0Q,,,; since g(Oy) =0, this shows
that N, ((a)O,) = N, (@ Q,) . Taking the product
oOGal(K/0), have
N, (Ne,, (@)Q) = N, (@ Q)" Since Ny, (@) is

a rational integer an@, is a free¢] -module of rankn,

O I N, (@)Q, Wil have orderN, ., (a)"; therefore

N;(/D (Ng, (@)Q) = N, (@ Q)"

This completes the proof. In the general casel ldte the
Galois closure oK and se{L: K] =m

over all we

F. Concurrent Crawling Algorithm
The concurrent crawling approach

Global State-flow Graph. The first change is the separation

of the state-flow graph from the state machine. gtaph is
defined in a global scope, so that it can be céméihand used
by all concurrent nodes. Upon the start of the &regw
process, an initial crawling node is created arsd RUUN

procedure is called.

to the pool. In addition, the algorithm now takbs desired
number of browsers as input. Increasing the numiler
browsers used can decrease the crawling runtinteit lalso

comes with some limitations and tradeoffs.

Forward-Tracking. In the sequential algorithm, after
finishing a crawl path, we need to bring the crawite the
previous (relevant) state. In the concurrent athorj
however, we create a new crawling node for each frabe
examined. Thus, instead of bringing the crawlerkbiacthe
desired state (backtracking), we must take the mede
forward to the desired state, hence, forward-tragkilhis is
done after the browser is pointed to the URL. Tingt time
the RUN procedure is executed, no forward-trackintaking
place, since the event-path (i.e., the list of kellWe items
resulting to the desired state) is empty, so tli@ircrawler
starts from the Index state. However, if the evmath is not
empty, the clickables are used to take the brofsearard to
the desired state. At that point, the CRAWL procedis
called.

Crawling Procedure. The first part of the CRAWL procedure
is unchanged. To enable concurrent nodes acceshimg
candidate clickables in a thread-safe manner, tuy Iof the
for loop is synchronized around the candidate efg¢ne be
examined. To avoid examining a candidate elemeritiptes
times bymultiple nodes, each node first checksetkemined
state of the candidate element. If the elementrwisbeen
examined previously, the robot executes an eventthan
element in the browser and sets its state as examlhthe
state is changed, before going into the recursRAWL call,
the PARTITION procedure is called.

Partition Procedure. The partition procedure, called on a
particular state cs, creates a new crawling nodeefeery
unexamined candidate clickable in cs. The new @esvare
initialized with two parameters, namely, (1) thereat state
cs, and (2) the execution path from the initialdndstate to
this state. Every new node is distributed to thekwgueue
participating in the concurrent crawling. When avding
node is chosen from the work queue, its correspgn&UN
procedure is called in order to spawn a new cratimead.

G. Applying Crawljax
The results of applying CRAWLJAX to C1-C6 are disfd.

Browser Pool. The robot and state machine are created forhe key characteristics of the sites under studghsas the

each crawling node. Thus, they are placed in tbal lscope of
the RUN procedure. Generally, each node needsdoiraca
browser instance, and after the process is finistiedbrowser
is killed. Creating new browser instances is a @ssantensive
and time-consuming operation. To optimize, a newcstire is
introduced: the BrowserPool, which creates and tagis
browsers in a pool of browsers to be reused bycthaling

average DOM size and the total number of candidate
clickables. Furthermore, it lists the key configioa
parameters set, most notably the tags used to ifigent
candidate clickables and the maximum crawling depth

H. Accuracy

nodes. This reduces start-up and shut-down coske T Experimental Setup. Assessing the correctness of the

BrowserPool can be queried for a browser instaaed,when
a node is finished working, the browser used isastd back
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crawling process is challenging for two reasonsstfthere is
no strict notion of “correctness” with respect tdate

I JESPR
www.ijesonline.com



International Journal of Engineering Sciences Paradigms and Resear ches, Vol. 01, Issue 01, Oct 2012

ISSN (Online): 2319-6564

www.ijesonline.com

equivalence. The state comparison operator partowf
algorithm can be implemented in different ways: there
states it considers equal, the smaller and the islos&ract the
resulting state-flow graph is. The desirable lexfehbstraction
depends on the intended use of the crawler (regresssting,
program comprehension, security testing, to narfeaxd and
the characteristics of the system being crawledoSd no
other crawlers for AJAX are available, making ifpiossible to
compare our results to a “gold standard.” Consetiyiean
assessment in terms of precision (percentage ofcostates)
and recall (percentage of states recovered) is ssible to
give. To address these concerns, we proceed asvéollFor
the cases in which we have full control—C1 and C2—w
inject specific clickable elements.

—TFor C1, 16 elements were injected, out of whichw&de on
the top-level index page. Furthermore, to evalubte state
comparison procedure, we intentionally introduceduanber
of identical (clone) states.

—TFor C2, we focused on two product categories, CAN8
DOGS, from the five available categories. We aneote36
elements (product items) by modifying the JAVASCRIP
method, which turns the items retrieved from theseseinto
clickables on the interface.

Subsequently, we manually create a referencemtmethich
we compare the derived state-flow graph. To asdesgour
external sites C3—C6, we inspect a selection ofthges. For
each site, we randomly select ten clickables inaade, by
noting their tag names, attributes, and XPath esgies.
After crawling of each site, we check the preserfciese ten
elements among the list of detected clickablesortter to do
the manual inspection of the results, we run CRAAX Jvith
the Mirror plugin enabled. This post-crawling plugreates a
static mirror, based on the derived state-flow brdgy writing
all DOM states to file and replacing edges with rappiate
hyperlinks.

I. Scalability

Experimental Setup. In order to obtain an understanding of
the scalability of our approach, we measure the ti@eded to
crawl, as well as a number of site characteristizg will
affect the time needed. We expect the crawlinggoerénce to
be directly proportional to the input size, whichdomposed
of (1) the average DOM string size, (2) number afididate
elements, and (3) number of detected clickables siatks,
which are the characteristics that we measurehfosix cases.
To test the capability of our method in crawlinglrsites and
coping with unknown environments, we run CRAWLJAK o
four external cases, C3-C6. We run CRAWLJAX witiptiie
level 2 on C3 and C5, each having a huge stateespmc
examine the scalability of our approach in analgziens of
thousands of candidate clickables and finding elidé&s.

J. Findings.

Concerning the time needed to crawl the interrtaksiwe see
that it takes CRAWLJAX 14 and 26 seconds to crawlabd
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C2, respectively. The average DOM size in C2 ig filmes
bigger, and the number of candidate elements mettimes
higher. In addition to this increase in DOM sizeddn the
number of candidate elements, the C2 site doesuport the
browser’s built-in Back method. Thus, as discusae8ection
3.6, for every state change on the browser, CRAWLhas

to reload the application and click through to fhevious
state to go further. This reloading and clickingotigh
naturally has a negative effect on the performaie that
the performance is also dependent on the CPU anabnyeof

the machine CRAWLJAX is running on, as well as speed

of the server and network properties of the cate €16, for
instance, is slow in reloading and retrieving updarom its
server, which increases the performance measurement
numbers in our experiment. CRAWLJAX was able to run
smoothly on the external sites. Except a few minor
adjustments, we did not witness any difficultie8. \@th depth
level 2 was crawled successfully in 83 minutesultasy in
19,247 examined candidate elements, 1,101 detected
clickables, and 1,071 detected states. For C5, CRPAX
was able to finish the crawl process in 107 minate32,365
candidate elements, resulting in 1,554 detectetatliles, and
1,234 states. As expected, in both cases, incigaisendepth
level from 1 to 2 greatly expands the state space.

K. Concurrent Crawling

In our final experiment, the main goal is to asséss
influence of the concurrent crawling algorithm e trawling
runtime.

Experimental Object. Our experimental object for this study
is Google ADSENSE11, an AJAX application develofsd
Google, which empowers online publishers to eavemae by
displaying relevant ads on their Web content. TIRSENSE
interface is built using GWT (Google Web Toolkit)
components and is written in Java. The index pafie o
ADSENSE. On the top, there are four main tabs (Hoe
ads, Allow & block ads, Performance reports). Oa tibp left
side, there is a box holding the anchors for theert selected
tab. Underneath the left-menu box, there is a lmddihg links
to help-related pages. On the right of the left-mesm can see
the main contents,which are loaded by AJAX calls.

L. Applications of Crawljax

As mentioned in the introduction, we believe theg crawling
and generating capabilities of our approach havenyma
applications for modern Web applications. We baithat the
crawling techniques that are part of our solutian serve as a
starting point and be adopted by general searclinesngo
expose the hidden-web content induced by JAVASCRIRT
general, and AJAX, in particular. In their propo&al making
AJAX applications crawlable,15 Google proposes gisiRLs
containing a special hash fragment, that is, #!,identifying
dynamic content. Google then uses this hash fragtoesend
a request to the server. The server has to trsatatuest in a
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special way and send an HTML snapshot of the dyoamias an attribute for easy identication on the DOBEtusing

content, which is then processed by Google’s cnavitethe
same proposal, they suggest using CRAWLJAX fortargaa
static snapshot for this purpose. Web developensusa the
model inferred by CRAWLJAX to automatically genera
static HTML snapshot of their dynamic content, whiben

XPath when the violation validation process is iearout.

Dynamic Elements. The src attribute of an element that is
dynamically created on the client through Java$capd
added to the DOM tree, can also trigger an HTTRuesq

can be served to Google for indexing. The ability t Annotating attributes through the proxy has liniitas for this

automatically detect and exercise the executal@dmets of
an AJAX site and navigate between the various dynatates

type of request, since elements that are addedntgatly on
the client-side are missed. During dynamic annotathese

gives us a powerful Web-analysis and test-automatioelements are missed as well, because the requeggered

mechanism. In the recent past, we have applied CRAX
in the following Web-testing domains.

(1) Invariant-based testing of AJAX user interfa¢ekesbah
and van Deursen 2009],

(2) Spotting security violations in Web widget irgtetions
[Bezemer et al. 2009] (3) Regression testing ofaayic and
nondeterministic Web interfaces [Roest et al. 2010]

(4) Automated cross-browser compatibility testingegbah
and Prasad 2011].

M. HTTP Request Origin Identification

The main challenge of detecting the origin widged sequest
is to couple the request to the DOM element fronictvht
originated. This is not a trivial task, since HTTé&uests do
not carry information about the element that trigge the
request. To be able to analyze HTTP requests,egliasts
must be intercepted. For this purpose, we pro- ppgéace an
HTTP proxy between the client browser and the sewkich
bu_ers all outgoing HTTP requests. The only wayattach

before the element can be annotated. Because wemass
every element has a unique attribute in our approszjuests

triggered from dynamically generated elements can b
detected easily as they do not contain a uniquibuatt:. \We
believe dynamically generated elements with a $nibate
are rare in modern web applications, and since attifbute
should point to, for instance, a JavaScript or ijdge HTTP
request they trigger should be easy to verify miynuzy a
tester. Therefore, all requests made from elemwhtsh are
not annotated, should be aged as suspicious apddiesl by
the tester.

Ajax Calls. HTTP requests sent through an Ajax call, via the
XMLHttpRequest object, are the most essential foofm
sending HTTP requests in modern single-page webi-app
cations [2]. These requests are often triggeredatyevent,
e.g., click, mouseover, on an element with the esponding
event listener. Note that this type of elementsld@iso be
created dynamically, and therefore proxy annotaismmot
desirable. Hence, we propose to dynamically aneosaich

information about DOM elements to an HTTP requestglements. To that end, we annotate a unique atribn the

without a_ecting the behavior of the web serverdliag the
request, is by adding data to the re- quest quienygs(e.g.,

element right before an event is red. Note that éimnotation
is easiest to implement by means of aspects, dsairgd in

?wid=w23&requestForProxyld=123). This data should b Section 6. After the annotation, the attribute (atsdvalue)

selected carefully, to ensure it does not interfeidn other
parameters being sent to the server. If the requeestmeters
contain the value of a unique at- tribute, suclthaselement's
ID, it can be extracted and used to identify tren®int in the
DOM. Enforcing all HTTP requests to contain a valith

which the origin widget can be detected requiresinta
mechanisms for the enforcement of a unique ateiliuteach
DOM element, and the attachment of the uniquebaiii of
the originat- ing element to outgoing requestssthire need to
consider ways HTTP requests can be triggered ix-Based
web applications. Static Elements. HTTP requegjgéred by
the src attribute of an static element, for instaimca SCRIPT
or IMG element in the source code of the HTML page

sent immediately when the browser parses them. [Ehiges
us no time to dynamically annotate a unique valnetheese
elements, as the requests are sent before we cassathe
DOM. The solution we propose is to use the proxyirfiter-

cepting responses as well. The responses can bstedijby
the proxy to ensure that each element with a gribate is

given a unique identifying attribute. Note that tigribute is
annotated twice: in the URL so that it reachespiteexy, and

199

must be appended to all HTTP requests that thet ¢siggers.
To that end, we take advantage of a technique knas/n
Prototype Hijacking[17], in which the Ajax call mnsible
for client/server communication can be subvertethgusa
wrapper function around the XMLHttpRequest objdatir-
ing the subversion, we can use the annotated wtribf the
element, on which the event initiating the call wasd, to add
a parameter to the query string of the Ajax HTTR. dais
possible that the annotated origin element is resddrom the
DOM by the time the request is validated. To avthid
problem, we keep track of the DOM history. Afterarent is
red, and a DOM change is occurred, the state isdsavthe
history list. Assuming the history size is largeoegh, a
request can always be coupled to its origin elemamd the
state from which it was triggered, bysearching hé&M
history.

N. Trusted Requests

After detecting the origin widget of a request, thguest must
be validated to verify whether the widget was a#dwo send
this request. To this end, a method must be defaed
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specifying which requests a widget is allowed tokenaOur

approach uses an idea often applied in Firewalirtelogy, in

which each application has an allowed list of URIO3[ For

each widget, we can automatically create a lisakddwed

URLs by crawling it in an isolated environment. Jhvay,

every request intercepted by the proxy can be msgitp that
specific widget. At the end of the crawling proceb®e proxy
buyer contains all the requests the widget hagerigd. This
list can be saved, edited by the tester, and vetliguring the
validation phase of a request. In addition, it ésgble for a
tester to manually ag URLSs in the list as suspiidfiduring

the validation process a request URL does not erighe

allowed URL list of its origin widget, or if the URis aged as
suspicious, we assume the widget does not haveigsom to
trigger the request and thus an HTTP request vwwiahas
occurred. Assuming a request contains the annotdatatute
of the origin element, Algorithm can be used tcoandtically

detect the origin widget of the request and regdfTP

request violations. Note that this approach alsaks/dor

requests that do not originate from a widget, bbotfa non-
widget element instead. By crawling the frameworthvwonly

an empty widget, an allowed URL list can be credtedhe

frame- work. A request which originates from amedat that
does not have a widget boundary will be validatgdirst the
allowed URL list of the overall framework.

O. Framework and Language Contributions

FORWARD facilitates the development of Ajax pages b

treating them as rendered views. The pages cooisstpage
data tree, which captures the data of the page atat logical
level, and a visual layer, where a page unit tregsro the
page data tree and renders its data into an htgd, ggpically
including JavaScript and Ajax components also. jdge data
tree is populated with data from an SQL statemeadted the

Ajax pages. Instead the developer declarativelyritess the
reported data and their rendering into Ajax pages.

We chose SQL over XQuery/XML because (a) SQL has a
much larger programmer audience and installed ggs8QL

has a smaller feature set, omitting operators sasch and *
that have created challenges for efficient quepcessing and
view maintenance and do not appear to be necefsanur
problem, and (c) existing database research artthaémgy
provide a great leverage for implementation andnapétion,
which enables focus on the truly novel researaheissithout
having to re-express already solved problems in XKL
Query or having to re-implement database server
functionality. Our experience in creating commdrdievel
applications and prior academic work in the areficate that

if the application does not interface with extersypdtems then
SQL's expressive power is typically sufficient.

A FORWARD developer avoids the hassle of prograngmin
JavaScript and Ajax components for partial updaliestead

he specifies the unit state using the page daga which is a
declarative function expressed in the SQL ex- tamsiver the
state of the database. For example, a map unitcfwisi a
wrapper around a Google Maps component) is used by
specifying the points that should be shown on thapm
without bothering to specify which points are nevinich ones

are updated, what methods the component covers for
modifications, etc. Roadmap we present the framkwor
with a running example. A naive implementation & t
FORWARD's simple programming model would exhibié th
crippling performance and interface quality probdeai pure
server-side applications. Instead FORWARD achiethes
performance and interface quality of Ajax pagessbyving
performance optimization problems that would otlisewneed

to be hand- coded by the developer. In particular:

page query. SQL has been minimally extended with (a

SELECT clause nesting and (b) variability of schenia
SQL's CASE statements so that it creates
heterogeneous tables that the programmer easils teathe
page unit tree. A user request from the context ohit leads
to the invocation of a server-side program, whiplates the
server state. In this paper, which is focused enréport part
of data-driven pages and applications, we assurat ttie
server state is captured by the state of an SQabdae and
therefore the server state update is fully captbsetespective
updates of the tables of the database, which greessed in
SQL. Conceptually, the updates indirectly lead toesv page
data tree, which is the result of the page querythennew

Instead of literally creating the new page dat&,tumnit tree

nesteghd html/JavaScript page from scratch in each step,

FORWARD incrementally computes them using theirpri
versions. Since the page data tree is typicallyetudy our
extended SQL queries, FORWARD leverages prior desb
research on incremental view maintenance, essigrttiahting
the page data tree as a view. We extend prior work
incremental view maintenance to capture (a) nestit)
variability of the output tuples and (c) orderinghich has
been neglected by prior work focusing on homogeses®mis
of tuples.

server state, and consequently to a new rendere. pa FORWARD provides an architecture that enables e af

FORWARD makes the following contributions towardpid,
declarative programming of Ajax pages:

A minimal SQL extension that is used to createpghge data
tree, and a page unit tree that renders the pagetrée. The
combination enables the developer to avoid multipiegyuage
programming (JavaScript, SQL, Java) in order tolément

massive JavaScript/Ajax component libraries (sushDajo
[30]) as page units into FORWARD's framework. Ttesib
data tree incremental maintenance algorithm is fiestito
account for the fact that a component may not awethods to
implement each possible data tree change. Rathesteeffort
approach is enabled for wrap- ping data tree clmng®
component method calls. The net effect is that FQRD's
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ease-of-development
performance penalty over hand-crafted programsa/Adata
point, revising an existing review and re-renderthg page

is accomplished at an acceptabdf objects requested on News sites is nearly 3»nthdian for

Business sites. We suspect that this is an artifalews sites
tending to cram in more content on their landingygm

takes 42 ms in FORWARD, which compares favorably tccompared to other sites to give readers quick stipppf
WAN network latency (50-100 ms and above), and thénformation across different news topics. Typesobfects:

average human reaction time of 200 ms.

IV. CHARACTERIZING COMPLEXITY

Our analysis of our measurement dataset is twog@wnFirst,
in this section, we analyze web pages with resfmeearious
complexity metrics. Next, we analyze the impacttioése
metrics on performance. Note that our focus is apturing
the complexity of web pages as visible to browsersclient
devices; we do not intend to capture the complexitgerver-
side infrastructure of websites [43]. We consid&o thigh-
level notions of web page complexity. Content caewjty
metrics capture the number and size of objecthéetdo load
the web page and also the different MIME types.{éngage,
javascript, CSS, text) across which these objactsspread.
Now, loading www.foo.com may require fetching carttaot
only from other internal servers such as image<ton and
news.foo.com, but also involve third-party servicegh as
CDNs (e.g., Akamai), analytics providers (e.g., Gleo
analytics), and social network plugins (e.g., Facé).
Service complexity metrics capture the number
contributions of the various servers and admirtistaorigins
involved in loading a web page. We begin with tleatent-
level metrics before moving on to service-level mest In
each case, we present a breakdown of the metricssac
different popularity rank ranges (e.g., top 1-108010000—
20000) and across different categories of websiesg.,
Shopping vs. News). Here, we only show resultofo of the
vantage points as the results are (expectedly)lasiracross
vantage points.

A. Content Complexity

Number of objects: We begin by looking, at the ltotamber
of object requests required, i.e., number of HTTET&
issued, to load a web page. Across all the rangesnoading
the base web page requires more than 40 objebis tetched
in the median case. We also see that a non-trivéaition
(20%) of websites request more than 100-125 obgttheir
landing web page, across the rank ranges. Whileapel—
400 sites load more objects, the distributionstfier different
rank ranges are qualitatively and quantitativelyilsir; even
the lower rank websites have a large number ofasigu Next,
we divide the sites by their categories. For glante only
focus on the top-two-level categories. To ensurat thur
results are statistically meaningful, Median humtiferequests
for objects of different MIME-types across diffeterank
ranges. The categories that have at least 50 wesbisitour

Having considered the total number of object retyjese
next consider their breakdown by content MIME typEer
brevity, only the median number of requests forfthe most
popular content types across websites of differamk ranges.
The first order observation again is that the défe rank
ranges are qualitatively similar in their distrilout, with
higher ranked websites having only slightly morgeots of
each type. However, we find several interestingepas in the
prevalence of different types of content. Whileslitould not
come as a surprise that many websites use theferedif
content types, the magnitude of these fractionsurprising.
For example, we see that, across all rank rangesg than
50% of sites fetch at least 6 Javascript ob- jeSimilarly,
more than 50% of the sites have at least 2 CSXtsbj€he
median value for Flash is small; many websites ktegir
landing pages simple and avoid rich Flash cont@hese
results are roughly consistent with recent indepand
measurements [31]. The corresponding breakdownttier
number of objects requested of various contentstygEross
different categories of websites. Again, we see MNews
category being dominant across different contepésy News

andites load a larger number of objects overall caegpdo other

site categories. Hence, a natural follow-up quassowhether
News sites issue requests for a proportionatelgdrigumber
of objects across all content types. Therefore, éaich
website, we normalize the number of objects of eamfitent
type by the total number of objects for that sifehe
distribution of the median values of the normalifeattion of
objects of various content types (nhot shown) prissaslightly
different picture than that seen with absolute teuMost
categories have a very similar normalized contidrufrom
all content types in terms of the median value. Timdy
significant difference we observe is in the caseFtdsh
objects. Kids and Teens sites have a significagtigater
fraction of Flash objects than sites in other catieg.

Bytes downloaded: The above results show the number of
objects requested across different content typgsid not tell
us the contribution of these content types to thal number
of bytes downloaded. Again, for brevity, we summarthe
full distribution with the median values for diffaxt website
categories. Surprisingly, we find that Javascridijeots
contribute a sizeable fraction of the total numlbérbytes
downloaded (the median fraction of bytes is ove¥o2&cross
all categories). Less surprising is that imagestrdmrte a
similar fraction as well. For websites in the Kidsd Teens
category, like in the case of number of objectse th
contribution of Flash is significantly greater tham other
categories. As in the case of the number of ohjeatssee no

dataset. The breakdown across the categories shows significant difference across different rank randesction of

pronounced difference between categories; the medienber
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objects accounted for by Flash objects, normalizest
category.
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B. Service Complexity

Anecdotal evidence suggests that the seeminglylsitapk of
loading a webpage today requires the client-sidevber to
connect to multiple servers distributed across sdve

administrative domains. However, there is no syatém
understanding of how many different services anmlired
and what they contribute to the overall task. Tis #nd, we
introduce several service complexity metrics. Numioé
distinct servers: the distribution across websitethe number
of distinct webservers that a client contacts twez the base
web page of each website. We identify a servertyflly
qualified domain name, e.g., bar.foo.com. Acros$iva rank
ranges, close to 25-55% of the websites requiréeatco
contact at least 10 distinct servers. Thus, evaditg simple
content like the base page of websites requirdigiat ¢o open
multiple HTTP/TCP connections to many distinct sesv
News sites have the most number of distinct serasravell.
Number of non-origin services: Not all the serveositacted
in loading a web page may be under the web pagadants
control. For example, a typical website today usestent
distribution networks (e.g., Akamai, Limelight) thstribute
static content, analytics services (e.g., googbdydics) to
track user activity, and advertisement servicesg.e.
doubleclick) to monetize visits. Identifying nonigins,
however, is slightly tricky. The subtle issue andhas that
some providers use multiple origins to serve cadnt&or

example, yahoo.com also owns yimg.com and uses bo

domains to serve content. Even though their toptldemains
are different, we do not want to count yimg.comaason-
origin for yahoo.com because they are owned bystmae
entity. To this end, we use the following heuristi¢e start by
using the two level domain identifier to identify arigin; e.g.,
x.foo.com and y.foo.com are clustered to the saoggcal
origin foo.com. Next, we consider all two-level dainms
involved in loading the base page of www.foo.comd a
identify all potential non-origin domains (i.e., dvevel
domain not equal to foo.com). We then do an adufficheck
and mark domains as belonging to different originky if the
authoritative name servers of the two domains donmatch

[33]. Because yimg.com and yahoo.com share the sam

authoritative name servers, we avoid classifyinggicom as
having a different origin from yahoo.com.
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